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Preface 

Intelligence and security informatics (ISI) is concerned with the study of the 
development and use of advanced information technologies and systems for national, 
international, and societal security-related applications. The annual IEEE International 
Conference series on ISI was started in 2003 and the first four meetings were held in 
the United States. In 2006, the Workshop on ISI (http://isi.se.cuhk.edu.hk/2006/) was 
held in Singapore in conjunction with the Pacific Asia Conference on Knowledge 
Discovery and Data Mining, with over 100 contributors and participants from all over 
the world. These past ISI conferences have brought together academic researchers, law 
enforcement and intelligence experts, information technology consultants, and 
practitioners to discuss their research and practice related to various ISI topics 
including ISI data management, data and text mining for ISI applications, terrorism 
informatics, deception and intent detection, terrorist and criminal social network 
analysis, public health and bio-security, crime analysis, cyber-infrastructure protection, 
transportation infrastructure security, policy studies and evaluation, and information 
assurance, among others. We continued this stream of ISI conferences by organizing 
the 2007 Pacific Asia Workshop on ISI (PAISI 2007) to especially provide a 
stimulating forum for ISI researchers in Pacific Asia and other regions of the world to 
exchange ideas and report research progress. 

PAISI 2007 was hosted by the Chinese Academy of Sciences, the University of 
Arizona, and the Chinese University of Hong Kong.  The one-and-a-half-day program 
included keynote speeches, a panel, eight refereed paper sessions, and a poster 
reception.  We received 159 papers and selected 42 high-quality papers including 18 
long papers, 14 short papers, and 10 posters.   

We wish to express our gratitude to all workshop Program Committee members and 
reviewers, who provided high-quality, valuable, and constructive review comments.   
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Exploring Extremism and Terrorism on the Web:  
The Dark Web Project 

Hsinchun Chen 

McClelland Professor of Management Information Systems 
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Abstract. In this paper we discuss technical issues regarding intelligence and 
security informatics (ISI) research to accomplish the critical missions of 
international security and counter-terrorism. We propose a research framework 
addressing the technical challenges facing counter-terrorism and crime-fighting 
applications with a primary focus on the knowledge discovery from databases 
(KDD) perspective. We also present several Dark Web related case studies for 
open-source terrorism information collection, analysis, and visualization. Using 
a web spidering approach, we have developed a large-scale, longitudinal 
collection of extremist-generated Internet-based multimedia and multilingual 
contents. We have also developed selected computational link analysis, content 
analysis, and authorship analysis techniques to analyze the Dark Web 
collection.  

Keywords: intelligence and security informatics, terrorism informatics, dark web. 

1   Introduction 

The tragic events of September 11 and the following anthrax contamination of letters 
caused drastic effects on many aspects of society. Terrorism has become the most 
significant threat to national security because of its potential to bring massive damage 
to our infrastructure, economy, and people. In response to this challenge federal 
authorities are actively implementing comprehensive strategies and measures in order 
to achieve the three objectives identified in the “National Strategy for Homeland 
Security” report (Office of Homeland Security, 2002): (1) preventing future terrorist 
attacks, (2) reducing the nation’s vulnerability, and (3) minimizing the damage and 
recovering from attacks that occur. State and local law enforcement agencies, 
likewise, become more vigilant about criminal activities, which can harm public 
safety and threaten national security.  

Academics in the field of natural sciences, computational science, information 
science, social sciences, engineering, medicine, and many others have also been 
called upon to help enhance the government’s abilities to fight terrorism and other 
crimes. Science and technology have been identified in the “National Strategy for 
Homeland Security” report as the keys to win the new counter-terrorism war (Office 
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2 H. Chen 

of Homeland Security, 2002). Especially, it is believed that information technology 
will play an indispensable role in making our nation safer (National Research 
Council, 2002), by supporting intelligence and knowledge discovery through 
collecting, processing, analyzing, and utilizing terrorism- and crime-related data 
(Chen et al., 2003a; Chen et al., 2004b). Based on the crime and intelligence 
knowledge discovered, the federal, state, and local authorities can make timely 
decisions to select effective strategies and tactics as well as allocate the appropriate 
amount of resources to detect, prevent, and respond to future attacks.  

2   Problems and Challenges 

Currently, intelligence and security agencies are gathering large amounts of data from 
various sources. Processing and analyzing such data, however, have become 
increasingly difficult. By treating terrorism as a form of organized crime we can 
categorize these challenges into three types: 

• Characteristics of criminals and crimes. Some crimes may be geographically 
diffused and temporally dispersed. In organized crimes such as transnational 
narcotics trafficking criminals often live in different countries, states, and cities. 
Drug distribution and sales occur in different places at different times. Similar 
situations exist in other organized crimes (e.g., terrorism, armed robbery, and 
gang-related crime). As a result, the investigation must cover multiple offenders 
who commit criminal activities in different places at different times. This can be 
fairly difficult given the limited resources intelligence and security agencies 
have. Moreover, as computer and Internet technologies advance, criminals are 
utilizing cyberspace to commit various types of cyber-crimes under the disguise 
of ordinary online transactions and communications. 

• Characteristics of crime and intelligence related data. A significant source of 
challenge is information stovepipe and overload resulting from diverse data 
sources, multiple data formats, and large data volumes. Unlike other domains 
such as marketing, finance, and medicine in which data can be collected from 
particular sources (e.g., sales records from companies, patient medical history 
from hospitals), the intelligence and security domain does not have a well-
defined data source. Both authoritative information (e.g., crime incident reports, 
telephone records, financial statements, immigration and custom records) and 
open source information (e.g., news stories, journal articles, books, web pages) 
need to be gathered for investigative purposes. Data collected from these 
different sources often are in different formats ranging from structured database 
records to unstructured text, image, audio, and video files. Important 
information such as criminal associations may be available but contained in 
unstructured, multilingual texts and remains difficult to access and retrieve. 
Moreover, as data volumes continue to grow extracting valuable and credible 
intelligence and knowledge becomes a difficult problem. 

• Characteristics of crime and intelligence analysis techniques. Current research 
on the technologies for counter-terrorism and crime-fighting applications lacks 
a consistent framework addressing the major challenges. Some information 
technologies including data integration, data analysis, text mining, image and 
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video processing, and evidence combination have been identified as being 
particularly helpful (National Research Council, 2002). However, the question 
of how to employ them in the intelligence and security domain and use them to 
effectively address the critical mission areas of national security remains 
unanswered. 

Facing the critical missions of national security and various data and technical 
challenges we believe there is a pressing need to develop the science of “Intelligence 
and Security Informatics” (ISI) (Chen et al., 2003a; Chen et al., 2004b), with its main 
objective being the “development of advanced information technologies, systems, 
algorithms, and databases for national security related applications, through an 
integrated technological, organizational, and policy-based approach” (Chen et al., 
2003a).  

3   An ISI Research Framework: Techniques and Caveats 

We believe that KDD techniques can play a central role in improving counter-
terrorism and crime-fighting capabilities of intelligence, security, and law 
enforcement agencies by reducing the cognitive and information overload. 
Knowledge discovery refers to non-trivial extraction of implicit, previously unknown, 
and potentially useful knowledge from data. Knowledge discovery techniques 
promise easy, convenient, and practical exploration of very large collections of data 
for organizations and users, and have been applied in marketing, finance, 
manufacturing, biology, and many other domains (e.g., predicting consumer 
behaviors, detecting credit card frauds, or clustering genes that have similar biological 
functions) (Fayyad & Uthurusamy, 2002). Traditional knowledge discovery 
techniques include association rules mining, classification and prediction, cluster 
analysis, and outlier analysis (Han & Kamber, 2001). As natural language processing 
(NLP) research advances text mining approaches that automatically extract, 
summarize, categorize, and translate text documents have also been widely used 
(Chen, 2001) (Trybula, 1999).  

Many of these KDD technologies could be applied in ISI studies (Chen et al., 
2003a; Chen et al., 2004b). With the special characteristics of crimes, criminals, and 
crime-related data we categorize existing ISI technologies into six classes: 
information sharing and collaboration, crime association mining, crime classification 
and clustering, intelligence text mining, spatial and temporal crime mining, and 
criminal network mining. These six classes are grounded on traditional knowledge 
discovery technologies, but with a few new approaches added, including spatial and 
temporal crime pattern mining and criminal network analysis, which are more 
relevant to counter-terrorism and crime investigation. Although information sharing 
and collaboration are not data mining per se, they help prepare, normalize, 
warehouse, and integrate data for knowledge discovery and thus are included in the 
framework.  

We present in Figure 1 our proposed research framework with the horizontal axis 
being the crimes types and vertical axis being the six classes of techniques (Chen et 
al., 2004a). The shaded regions on the chart show promising research areas, i.e., a 
certain class of techniques is relevant to solving a certain type of crime. Note that 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



4 H. Chen 

more serious crimes may require a more complete set of knowledge discovery 
techniques. For example, the investigation of organized crimes such as terrorism may 
depend on criminal network analysis technology, which requires the use of other 
knowledge discovery techniques such as association mining and clustering. An 
important observation about this framework is that the high-frequency occurrences 
and strong association patterns of severe and organized crimes such as terrorism and 
narcotics present a unique opportunity and potentially high rewards for adopting such 
a knowledge discovery framework. 

Several unique classes of data mining techniques are of great relevance to ISI 
research. Text mining is critical for extracting key entities (people, places, narcotics, 
weapons, time, etc.) and their relationships presented in voluminous police incident 
reports, intelligence reports, open source news clips, etc. Some of these techniques 
need to be multilingual in nature, including the abilities for machine translation and 
cross-lingual information retrieval (CLIR). Spatial and temporal mining and 
visualization is often needed for geographic information systems (GIS) and temporal 
analysis of criminal and terrorist events. Most crime analysts are well trained in GIS-
based crime mapping tools; however, automated spatial and temporal pattern mining 
techniques (e.g., hotspot analysis) have not been adopted widely in intelligence and 
security applications. Organized criminals (e.g., gangs and narcotics) and terrorists 
often form inter-connected covert networks for their illegal activities. Often referred 
to as “dark networks,” these organizations exhibit unique structures, communication 
channels, and resilience to attack and disruption. New computational techniques 
including social network analysis, network learning, and network topological analysis 
(e.g., random network, small-world network, and scale-free network) are needed for 
the systematic study of those complex and covert networks. We broadly consider 
these techniques under criminal network analysis in Figure 1. 

 

Fig. 1. A knowledge discovery research framework for ISI 
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Before we review in detail relevant ISI related dada mining techniques, 
applications, and literature in the next section we wish to briefly discuss the legal and 
ethical caveats regarding crime and intelligence research.  

The potential negative effects of intelligence gathering and analysis on the privacy 
and civil liberties of the public have been well publicized (Cook & Cook, 2003). 
There exist many laws, regulations, and agreements governing data collection, 
confidentiality, and reporting, which could directly impact the development and 
application of ISI technologies. We strongly recommend that intelligence and security 
agencies and ISI researchers be aware of these laws and regulations in research. 
Moreover, we also suggest that a hypothesis-guided, evidence-based approach be 
used in crime and intelligence analysis research. That is, there should be probable and 
reasonable causes and evidence for targeting at particular individuals or data sets for 
analysis. Proper investigative and legal procedures need to be strictly followed. It is 
neither ethical nor legal to “fish” for potential criminals from diverse and mixed 
crime, intelligence, and citizen related data sources. The well-publicized Defense 
Advanced Research Program Agency (DARPA) Total Information Awareness (TIA) 
program and the Multi-State Anti-Terrorism Information Exchange (MATRIX) 
system, for example, have recently been shut down by the U.S. Congress due to their 
potential misuse of citizen data; resulting in impairment of civil liberties (American 
Civil Liberties Union, 2004).  

In an important recent review article by Strickland, Baldwin, and Justsen 
(Strickland et al., 2005), the authors provide an excellent historical account of 
government surveillance in the United States. The article presents new surveillance 
initiatives in the age of terrorism (including the passage of the U.S.A. Patriot Act), 
discusses in great depth the impact of technology on surveillance and citizen rights, 
and proposes balancing between needed secrecy and oversight. We believe this is one 
of the most comprehensive articles addressing civil liberties issues in the context of 
national security research. We summarize some of the key points made in the article 
in the context of our proposed ISI research. Readers are strongly encouraged to refer 
to (Strickland et al., 2005) for more details. 

Framed in the context of domestic security surveillance, the paper considers 
surveillance as an important intelligence tool that has the potential to contribute 
significantly to national security but also to infringe civil liberties. As faculty of the 
University of Maryland Information Science department, the authors believe that 
information science and technology has drastically expanded the mechanisms by 
which data can be collected, knowledge extracted, and disseminated through some 
automated means. 

An immediate result of the tragic events of September 11, 2001 was the 
extraordinarily rapid passage of the U.S.A. Patriot Act in late 2001. The legislation 
was passed by the Senate on October 11, 2001 and by the House on October 24, 2001; 
and signed by the President on October 26, 2001.  But the continuing legacy of the 
then-existing consensus and the lack of detailed debate and considerations has created 
a bitter ongoing national argument as to the proper balance between national security 
and civil liberties. The Act contains ten titles in 131 pages. It amends numerous laws, 
including, for example, expansion of electronic surveillance of communications in 
law enforcement cases; authorizing sharing of law enforcement data with intelligence; 
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expansion of the acquisition of electronic communications as well as commercial 
records for intelligence use; and creation of new terrorism-related crimes. 

However, as new data mining and/or knowledge discovery techniques became 
mature and potential useful for national security applications, there are great concerns 
of violating civil liberties. Both the DARPA’s TIA Program and the Transportation 
Security Administration’s (TSA) Computer Assisted Passenger Prescreening Systems 
(CAPPS II) were cited as failed systems that faced significant media scrutiny and 
public opposition. Both systems were based on extensive data mining of commercial 
and government databases collected for one purpose and to be shared and used for 
another purpose; and both systems were sidetracked by a widely perceived threat to 
personal privacy. Based on much of the debates generated, the authors suggest that 
data mining using public or private sector databases for national security purposes 
must proceed in two stages – first, the search for general information must ensure 
anonymity; second, the acquisition of specific identity, if required, must by court 
authorized under appropriate standards (e.g., in terms of “special needs” or “probable 
causes”).  

In their concluding remarks, the authors cautioned that secrecy in any 
organizations could pose a real risk or abuse and must be constrained through 
effective checks and balances. Moreover, information science and technology 
professionals are ideally situated to provide the tools and techniques by which the 
necessary intelligence is collected, analyzed, and disseminated; and civil liberties are 
protected through established laws and policies. 

4   University of Arizona Artificial Intelligence Lab Research 

In response to the challenges of national security, the Artificial Intelligence Lab and 
its affiliated NSF (National Science Foundation) COPLINK Center for law 
enforcement and intelligence research at the University of Arizona has developed 
many research projects over the past decade to address the six critical mission areas 
identified in “National Strategy for Homeland Security” report (Office of Homeland 
Security, 2002): intelligence and warning, border and transportation security, 
domestic counter-terrorism, protecting critical infrastructure and key assets, 
defending against catastrophic terrorism, and emergency preparedness and 
responses. The main goal of the Arizona lab/center is to develop information and 
knowledge management technologies appropriate for capturing, accessing, analyzing, 
visualizing, and sharing law enforcement and intelligence related information (Chen 
et al., 2003c).  

In this paper we present four case studies of relevance to intelligence and warning 
based on our Dark Web research. In Case Studies 1 and 2, we report the Dark Web 
Portal project, which collects open source terrorism web site information based on 
select spidering and portal techniques. A (limited access) web portal has been 
developed to support retrieval and analysis of these extremist-generated contents. 
Case Study 3 reports how US domestic extremist groups used the web to disseminate 
their ideology, recruit members, and support communications.  Case Study 4 reports a 
novel Arabic language model for authorship identification of Dark Web online 
forums. 
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Case Study 1: The Dark Web Portal 
Because the Internet has become a global platform for anyone to disseminate and 
communicate information terrorists also take advantage of the freedom of cyberspace 
and construct their own web sites to propagate terrorism beliefs, share information, 
and recruit new members. Web sites of terrorist organizations may also connect to 
one another through hyperlinks, forming a “dark web.” We are building an intelligent 
web portal, called Dark Web Portal, to help terrorism researchers collect, access, 
analyze, and understand terrorist groups (Chen et al., 2004c; Reid et al., 2004). This 
project consists of three major components: Dark Web testbed building, Dark Web 
link analysis, and Dark Web Portal building. 

• Dark Web Testbed Building: 
Relying on reliable governmental sources such as the Anti-Defamation League (ADL), 
FBI, and United States Committee for a Free Lebanon (USCFL), we identified 224 
U.S.A. domestic terrorist groups and 440 international terrorist groups. For U.S.A. 
domestic groups, group-generated URLs can be found in FBI reports and Google 
Directory. For international groups, we used the group names as queries to search 
major search engines such as Google and manually identified the group-created URLs 
from the result lists. To ensure that our testbed covered major regions in the world, we 
sought the assistance of language and domain experts in English, Arabic, and Spanish 
to help us collect URLs in several major regions. All URLs collected were manually 
checked by experts to make sure that they were created by terrorist groups. After the 
URL of a group was identified, we used the SpidersRUs toolkit, a multilingual digital 
library building tool developed by our lab, to collect all the web pages under that URL 
and store them in our testbed. Table 1 shows a summary of web pages collected from 
three rounds of spidering (performed bi-monthly).  

Table 1. Summary of URLs identified and web pages collected in the Dark Web collection 

Region U.S.A. Domestic Latin-America Middle-East 
Batch # 1st 2nd 3rd 1st 2nd 3rd 1st 2nd 3rd

Total 81 233 108 37 83 68 69 128 135 
From 
literature
& reports 

63 113 58 0 0 0 23 31 37 

From 
search 
engines 

0 0 0 37 48 41 46 66 66 

# of 
seed 
URLs 

From link 
extraction 

18 120 50 0 32 27 0 31 32 

# of terrorist groups 
searched 

74 219 71 7 10 10 34 36 36 

Total 125,61
0

396,10
5

746,29
7

106,45
9

332,13
4

394,31
5

322,52
4

222,68
7

1,004,
785

# of 
Web
pages Multimedia 

files 
0 70,832 223,31

9
0 44,671 83,907 0 35,164 83,90

7  

• Dark Web Link Analysis and Visualization: 
Terrorist groups are not atomized individuals but actors linked to each other through 
complex networks of direct or mediated exchanges. Identifying how relationships 
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between groups are formed and dissolved in the terrorist group network would enable 
us to decipher the social milieu and communication channels among terrorist groups 
across different jurisdictions. Previous studies have shown that the link structure of 
the web represents a considerable amount of latent human annotation (Gibson et al., 
1998). Thus, by analyzing and visualizing hyperlink structures between terrorist-
generated web sites and their content, we could discover the structure and 
organization of terrorist group networks, capture network dynamics, and understand 
their emerging activities.  

• Dark Web Portal Building:  
Using the Dark Web Portal, users are able to quickly locate specific dark web 
information in the testbed through keyword search. To address the information 
overload problem, the Dark Web Portal is designed with post-retrieval components. A 
modified version of a text summarizer called TXTRACTOR, which uses sentence-
selection heuristics to rank and select important text segments (McDonald & Chen, 
2002), is added into the Dark Web Portal. The summarizer can flexibly summarize 
web pages using three or five sentence(s) such that users can quickly get the main 
idea of a web page without having to read though it. A categorizer organizes the 
search results into various folders labeled by the key phrases extracted by the Arizona 
Noun Phraser (AZNP) (Tolle & Chen, 2000) from the page summaries or titles, 
thereby facilitating the understanding of different groups of web pages. A visualizer 
clusters web pages into colored regions using the Kohonen self-organizing map 
(SOM) algorithm (Kohonen, 1995), thus reducing the information overload problem 
when a large number of search results are obtained. Post-retrieval analysis could help 
reduce the information overload problem. However, without addressing the language 
barrier problem, researchers are limited to the data in their native languages and 
cannot fully utilize the multilingual information in our testbed. To address this 
problem, we added a cross-lingual information retrieval (CLIR) component into the 
portal. Based on our previous research, we have developed a dictionary-based CLIR 
system for use in the Dark Web Portal. It currently accepts English queries and 
retrieves documents in English, Spanish, Chinese, and Arabic. Another component 
that will be added to the Dark Web Portal is a machine translation (MT) component, 
which will translate the multilingual information retrieved by the CLIR component 
back into the users’ native languages. 

We show a sample search session in the figures below. Suppose the user is 
interested in the terrorist group “Ku Klux Klan” and uses it as a search term. Two 
types of search forms are available: simple search and advanced search (see Figure 2). 
Our user chose to use simple search at first. The advanced mode gives users more 
options to refine their search. For example, he can specify that he wants web pages 
with the exact phrase. In addition, he can restrict the results within a few terrorist 
categories, or choose to search a particular file type, such as PDF or Word files.  

By hitting the “Find Results” button, the top 20 results are displayed (see Figure 3). 
On the top of the result page it shows a list of “suggested keywords,” such as “Aryan 
Nations” and “David Duke,” which help the user to expand or refine his query. Along 
with the web page result display, our portal also presents the terrorist group name and 
the corresponding group category. As terrorist group web pages may often disappear,  
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a. US Domestic (English) 
Simple Search Interface  

b. US Domestic (English) 
Advanced Search Interface  

 

Fig. 2. Dark Web Portal interfaces: simple search and advanced search 

“Cached Pages” for each web page collected at different time periods are provided 
(e.g., 2004/03). Additionally, the user can view web pages, PDF files, or Word files 
by clicking the corresponding links.  

As terrorist groups continue to use the Internet as their communication, recruiting, 
and propaganda tool, a systematic and system-aided approach to studying their 
presence on the web is critically needed. 

Case Study 2: Jihad on the Web 
With weekly news coverage of excerpts from videos produced and webcasted by 
terrorists, it has become clear that terrorists have further exploited the Internet beyond 
routine communication and propaganda operations to better influence the outside 
world (Arquilla & Rondeldt, 1996).  Some terrorism researchers posited that terrorists 
have used the Internet as a broadcast platform for the “terrorist news network,” which 
is an effective tactic because they can reach a broad audience with relatively little 
chance of detection (Elison, 2000; Tsfati & Weimann, 2002; Weinmann, 2004). 
Although this alternate side of the Internet, referred to as the “Dark Web” has recently 
received extensive government and media attention, systematic understanding of how 
terrorists use the Internet for their campaign of terror is very limited.   
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Switch between 
document types  

Returned Results

Group name 
and category 

Summarizer

Cached Page

Suggested keywords

 

Fig. 3. Dark Web Portal interfaces: returned results 

In this study, we explore an integrated computer-based approach to harvesting and 
analyzing web sites produced or maintained by Islamic Jihad extremist groups or their 
sympathizers to deepen our understanding of how Jihad terrorists use the Internet, 
especially the World Wide Web, in their terror campaigns. More specifically, we built 
a high-quality Jihad terrorism web collection using a web harvesting approach and 
conducted hyperlink analysis on this collection to reveal various facets of Jihad 
terrorism web usage. We hope to supplement existing high-quality but manual-driven 
terrorism research with a systematic, automated web spidering and mining 
methodology.  

• Building the Jihad Web Collection:  
To guarantee that our collection is comprehensive and representative, we take a three-
step systematic approach to construct our collection: 

1) Identifying seed URLs and backlink expansion: The first task is to find a small 
set of high-quality Jihad web sites. To identify terrorist groups, we completely relied 
on the U.S. Department of State’s list of foreign terrorist organizations. In particular, 
we only selected Middle-Eastern organizations from that list for this study. After 
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identifying the terrorist groups in the Middle-East region, we manually searched 
major search engines to find web sites of these groups. Our goal here was not to 
construct a comprehensive list of URLs but merely to compile a small list of high-
quality URLs that can serve as the seeds for backlink expansion. The backlinks of 
these URLs were automatically identified through Google and Yahoo backline search 
services and a collection of 88 web sites was automatically retrieved. 

2) Manual collection filtering: Because bogus or unrelated terrorist sites can make 
their way into our collection, we developed a manual filtering process based on 
evidence and clues in the web sites. Aside from sites which explicitly identify 
themselves as the official sites of a terrorist organization or one of its members, a web 
site that contains praise of or adopts ideologies espoused by a terrorist group is 
included in our collection.  

3) Extending search: To ensure the comprehensiveness of our collection we 
augment the collection by means of expanded searches. Based on the 26 web sites 
identified in the previous step, we constructed a small lexicon of commonly-used 
Jihad terms with the help of Arabic language speakers. Examples of highly relevant 
keywords included in the lexicon are: “حرب صليبية” (“Crusader’s War”), “المجاهدين” 
(“Moujahedin”), “الكفار” (“Infidels”), etc. This lexicon is utilized to perform expanded 
searches. The same rules used in the filtering process are used here to discern fake 
and unrelated web sites. As a result, our final Jihad web collection contains 109,477 
Jihad web documents including HTML pages, plain text files, PDF documents, and 
Microsoft Word documents. 

• Hyperlink Analysis on the Jihad Web Collection: 
We believe the exploration of hidden Jihad web communities can give insight into the 
nature of real-world relationships and communication channels between terrorist 
groups themselves (Weimann, 2004). Uncovering hidden web communities involves 
calculating a similarity measure between all pairs of web sites in our collection. We 
define similarity as a function of the number of hyperlinks in web site “A” that point 
to web site “B,” and vice versa. In addition, a hyperlink is weighted proportionally to 
how deep it appears in the web site hierarchy. The similarity matrix is then used as 
input to a Multi-Dimensional Scaling (MDS) algorithm (Torgerson, 1952), which 
generates a two dimensional graph of the web sites.  The proximity of nodes in the 
graph reflects their similarity level.  

As shown in Figure 4, domain experts recognized six clusters representing 
hyperlinked communities in the network. On the left side of the network resides the 
Hizbollah cluster. Hizbollah is a Lebanese militant organization. Established in 1982 
during the Israeli invasion of Lebanon, the group routinely attacked Israeli military 
personnel until their pullout from south Lebanon in 2000. A cluster of web sites of 
Palestinian organizations occupies the bottom-left corner of the network, including: 
Hamas, Al-Aqsa Martyr’s Brigades, and the Palestinian Islamic Jihad.  An interesting 
observation here is the close link between the Hizbollah community and the 
Palestinian militant groups’ community. Hizbollah has traditionally sympathized with 
the Palestinian cause.  

On the top-left corner sits the Hizb-ut-Tahrir cluster. Hizb-ut-Tahrir is a political 
party with branches in many countries over the Middle-East and in Europe. Although 
the group is believed to be associated with Al-Qaeda, an apparent relation between  
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Fig. 4. The Jihad terrorism web site network visualized based on hyperlinks 

the two groups has not been proven. Looking at the bottom-right corner one can see a 
cluster of Al-Qaeda affiliated sites. This cluster has links to two radical Palestinian 
web sites. Al-Qaeda sympathizes with Palestinian groups and some Palestinian 
Islamist groups like Hamas and Islamic Jihad share the same Salafi ideology with Al-
Qaeda. In the top-right corner, the Jihad Sympathizers web community includes web 
sites maintained by sympathizers of the Global Salafi movement. For example, 
“kavkazcenter.net” and “clearguidance.com” are two web sites maintained by 
sympathizers of the Chechen rebels. As expected the sympathizers community does 
not have any links to Hezbollah’s community as they follow radically different 
ideologies. 

Visualizing hyperlinked communities can lead to a better understanding of the 
Jihad web presence. Furthermore, it helps foretell likely relationships between 
terrorist groups. 

Case Study 3: US Domestic Extremist Groups on the Web 
Although not as well-known as some of the international terrorist organizations, the 
extremist and hate groups within the United States also pose a significant threat to our 
national security. Recently, these groups have been intensively utilizing the Internet to 
advance their causes. Thus, to understand how the domestic extremist and hate groups 
develop their web presence is very important in addressing the domestic terrorism 
threats. This study proposes the development of systematic methodologies to capture 
domestic extremist and hate groups’ web site data and support subsequent analyses. In 
this study, we aim to answer the following research questions: What are the most 
appropriate techniques for collecting high-quality web pages of domestic extremist 
and hate groups? What are the systematic procedures for analyzing and visualizing 
the content of individual these web sites? 
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We propose a sequence of semi-automated methods to study domestic extremist 
and hate group content on the web. First, we employ a semi-automatic procedure to 
harvest and construct a high quality domestic terrorist web site collection. We then 
perform hyperlink analysis based on a clustering algorithm to reveal the relationships 
between these groups. Lastly, we conduct an attribute-based content analysis to 
determine how these groups use the web for their purposes. Because the procedure 
adopted in this study is similar to that reported in Case Study 3, Jihad on the Web, we 
only summarize selected interesting results below. 

• Collection Building: 
We manually extracted a set of URLs from relevant literature. In particular, the web 
sites of the “Southern Poverty Law Center” (SPLC, www.splcenter.org), and the Anti-
Defamation League (ADL, www.adl.org) are authoritative sources for domestic 
extremists and hate groups. A total of 266 seed URLs were identified in SPLC and the 
ADL web sites as well as in the “Google directory”. A backlink expansion of this initial 
set was performed and the count increased to 386 URLs. The resulting set of URLs is 
validated through an expert filtering process. A total of 97 URLs were deemed relevant. 
We then spidered and downloaded all the web documents within the identified web 
sites. As a result, our final collection contains about 400,000 documents. 

• Hyperlink Analysis: 
Using the MDS algorithm (Torgerson, 1952), we visualize the hidden hyperlinked 
communities among 44 web sites randomly retrieved from our collection. Three 
communities are identified in the network shown in Figure 5. The left side of the 
network shows the “Southern Separatists” cluster, which mainly consists of the web 
sites of new confederate organizations in the Southern states. They espouse a 
separatist ideology, promoting the establishment of an independent state in the south. 
In addition, they share elements of white-supremacy ideas with other non-neo-
confederate racist organizations such as the KKK.  A cluster of web sites of white 
supremacists occupies the top-right corner of the network, including: Stormfront, 
White Aryan Resistance (www.resist.com), etc.  Neo-nazis groups occupy the bottom 
portion of Figure 5. 

• Content Analysis: 
We asked our domain experts to review each web site in our collection and record the 
presence of low-level attributes based on an eight-attribute coding scheme: Sharing 
Ideology, Propaganda (Insiders), Recruitment and Training, Command and Control, 
Virtual Community, Propaganda (Outsiders), Fundraising, and Communications. For 
instance, the web page of “Nation of Islam” contains recordings of the organization’s 
leaders (for their followers). The presence of these recordings contributes to the web 
site’s content richness and is coded under the “Propaganda (Insiders)” attribute. Our 
web coding scheme is similar in nature to the one developed by Demchak et al. 
(2000) for coding government web site characteristics. 

The manual coding of the attributes in a web site takes about 45 minutes. After 
completing coding for the web sites in our collection, we compared the content of 
each of the six domestic extremist and hate groups as shown in Figure 6. “Sharing 
Ideology” is the attribute with the highest frequency of occurrence in these web sites. 
It encapsulates all communication media devoted to portraying the goals of the  
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Fig. 5. Web community visualization of selected domestic extremist and hate groups 

terrorist group, defining its general policies, and presenting the foundational ideology. 
In addition, “Propaganda (Insiders)” and “Recruitment and Training” are widely used 
by all groups on their web sites. 

Another interesting observation is the low presence of “Propaganda (Outsiders),” 
with the exception of Eco-terrorism/Animal Rights groups, which are considered to 
have a much wider audience than the racist groups, who have a more targeted 
audience. Much research is still needed for the systematic understanding of how 
domestic extremist and hate groups use the web to promote their causes. 

Figure 7-4. Content analysis of web sites of domestic extremist and hate groups. 

Figure 7-4. Content analysis of web sites of domestic extremist and hate groups 
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Fig. 6. Content coding for various terrorist organizations web communities 
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Case Study 4: Developing an Arabic Authorship Model for Dark Web Forums 
The evolution of the Internet as a major international communication medium has 
spawned the advent of a multilingual dimension.  Application of authorship 
identification techniques across multilingual web content is important due to 
increased globalization and the ensuing security issues that are created. 

Arabic is one of the six official languages of the United Nations and the mother 
tongue of over 300 million people.  The language is gaining interest due to its socio-
political importance and differences from Indo-European languages.  The 
morphological challenges pertaining to Arabic pose several critical problems for 
authorship identification techniques. These problems could be partially responsible 
for the lack of previous authorship analysis studies relating to Arabic.   

In this study we apply an existing framework for authorship identification to 
Arabic web forum messages.  Techniques and features are incorporated to address the 
specific characteristics of Arabic, resulting in the creation of an Arabic language 
model. We also present a comparison of English and Arabic language models. 

Most previous authorship studies have only focused on English, with a few studies 
done on Greek and Chinese.  Stamamatos et al. applied authorship identification to a 
corpus of Greek newspaper articles (Stamamtos et al., 2001).  Peng et al. conducted 
experiments on English documents, Chinese novels, and Greek newspapers using an 
n-gram model (Peng et al., 2003). Zheng et al. performed authorship identification on 
English and Chinese web forum messages (Zheng et al., 2003).  In all previous 
studies, English results were better than other languages. Applying authorship 
identification features across different languages is not without its difficulties. Since 
most writing style characteristics were designed for English, they may not always be 
applicable or relevant for other languages. Structural and other linguistic differences 
can create feature extraction nightmares.         

Arabic is a Semitic language, meaning that it belongs to the group of Afro-Asian 
languages which also includes Hebrew.  It is written from right to left with letters in 
the same word being joined together, similar to English cursive writing.  Semitic 
languages have several characteristics that can cause difficulties for authorship 
analysis.  These challenges include properties such as inflection, diacritics, word 
length, and elongation. 

• Inflection: 
Inflection is the derivation of stem words from a root. Although the root has a 
meaning, it is not a word but rather a class that contains stem instances (words). 
Stems are created by adding affixes (prefixes, infixes, and suffixes) to the root using 
specific patterns. Words with common roots are semantically related. Arabic roots are 
3-5 letter consonant combinations with the majority being 3-letters.  Al-Fedaghi and 
Al-Anzi believe that as many as 85% of Arabic words are derived from a tri-lateral 
root, suggesting that Arabic is highly inflectional (Al-Fedaghi & Al-Anzi, 1989).  
Inflection can cause feature extraction problems for lexical features because high 
levels of inflection increase the number of possible words, since a word can take on 
numerous forms.  

• Diacritics: 
Diacritics are markings above or below letters, used to indicate special phonetic 
values.  An example of diacritics in English would be the little markings found on top 
of the letter “e” in the word résumé.  These markings alter the pronunciation and 
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meaning of the word.  Arabic uses diacritics in every word to represent short vowels, 
consonant lengths, and relationships between words.   

• Word Length: 
Arabic words tend to be shorter than English words.  The shorter length of Arabic words 
reduces the effectiveness of many lexical features.  The short-word count feature; used 
to track words of length 3-letters or smaller, may have little discriminatory potential 
when applied to Arabic.  Additionally, the word-length distribution may also be less 
effective since Arabic word length distributions have a smaller range.  

• Elongation: 
Arabic words are sometimes stretched out or elongated.  This is done for purely 
stylistic reasons using a special Arabic character that resembles a dash (“-”).  
Elongation is possible because Arabic characters are joined during writing. Table 2 
shows an example of elongation.  The word MZKR (“remind”) is elongated with the 
addition of four dashes between the “M” and the “Z.” Although elongation provides 
an important authorship identification feature, it can also create problems. 

Table 2. An Arabic elongation example 

Elongated English Arabic Word Length 

No MZKR ήآάϣ 4 

Yes M----ZKR ήآάــــϣ 8 

 

Our test bed consisted of English and Arabic datasets.  The English dataset was 
adapted from Zheng et al.’s study and consists of messages from USENET newsgroups 
(Zheng et al., 2003).  The dataset identifies 20 authors engaged in potentially illegal 
activities relating to computer software and music sale and trading. The data consists of 
20 messages per author for a total of 400 messages. The Arabic dataset was extracted 
from Yahoo groups and is also composed of 20 authors and 20 messages per author.  
These authors discuss a broader range of topics including political ideologies and social 
issues in the Arab world.  Based on previous studies, there are numerous classification 
techniques that can provide adequate performance.  In this research, we adopted two 
popular machine learning classifiers; ID3 decision trees (called C4.5) and Support 
Vector Machine (SVM). The Arabic feature set was modeled after the English feature 
set.  It includes 410 features, with the key differences highlighted in Table 3.    

The results for the comparison of the different feature types and techniques are 
summarized in Table 4 and Figure 7. In both datasets the accuracy kept increasing 
with the addition of more feature types.  The maximum accuracy was achieved with 
the use of SVM and all feature types for English and Arabic. Using all features with 
the SVM classifier, we were able to achieve an accuracy level of 85.43% for the 
Arabic data set; a level lower than the 96.09% achieved for the English data set. 

A comparison of C4.5 and SVM revealed that SVM significantly outperformed the 
decision tree classifier in all cases. This is consistent with previous studies that also 
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Table 3. Differences between English and Arabic feature sets 

Feature Type Feature English Arabic

Short Word Count 
Track all words 3 

letters or less 
Track all words 2 

letters or less 

Word Length 
Distribution 

1-20 letter words 1-15 letter words Lexical, F1

Elongation N/A 
Track number of 
elongated words 

Function Words 150 words 250 words 

Syntactic, F2

Word Roots N/A 30 roots 

Structural, F3 No Differences - - 

Content Specific, F4 Number of words 11 25 

 

Table 4. Accuracy for different feature sets across techniques 

Accuracy (%) English Dataset Arabic Dataset 

Features C4.5 SVM C4.5 SVM 

F1 86.98% 92.84% 68.07% 74.20% 

F1+F2 88.16% 94% 73.77% 77.53% 

F1+F2+F3 88.29% 94.11% 76.23% 84.87% 

F1+F2+F3+F4 89.31% 96.09% 81.03% 85.43% 
 

showed SVM to be superior. The difference between the two classifiers was consistent 
across English and Arabic, with English accuracies being about 10% higher. 

In the future we would like to analyze authorship differences at the group-level 
within a specific language. Identification of unique writing style characteristics for 
speakers of the same languages across different geographic locations (e.g., Iraq vs. 
Palestine), cultures (e.g., Sunni vs. Shiite), and interest (e.g., terrorist) groups could 
prove to be an interesting endeavor.    
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Fig. 7. Authorship identification accuracies for different feature types 

5   Conclusions and Future Directions 

In this paper we discuss technical issues regarding intelligence and security 
informatics (ISI) research to accomplish the critical missions of international security. 
We propose a research framework addressing the technical challenges facing counter-
terrorism and crime-fighting applications with a primary focus on the knowledge 
discovery from databases (KDD) perspective. We also present several Dark Web 
related case studies for open-source terrorism information collection, analysis, and 
visualization. As this new ISI discipline continues to evolve and advance, several 
important directions need to be pursued, including technology development, testbed 
creation, and social, organizational, and policy studies.  We hope active ISI research 
will help improve knowledge discovery and dissemination and enhance information 
sharing and collaboration among academics, local, state, and federal agencies, and 
industry, thereby bringing positive impacts to all aspects of our society.   
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Abstract. Web is a platform for users to search for information to fulfill their 
information needs but it is also an ideal platform to express personal opinions and 
comments. A virtual community is formed when a number of members partici-
pate in this kind of communication.  Nowadays, teenagers are spending extensive 
amount of time to communicate with strangers in these virtual communities.  At 
the same time, criminals and terrorists are also taking advantages of these virtual 
communities to recruit members and identify victims.  Many Web forum users 
may not be aware that their participation in these virtual communities have vio-
lated the laws in their countries, for example, downloading pirated software or 
multimedia contents. Police officers cannot combat against this kind of criminal 
activities using the traditional approaches.  We must rely on computing tech-
nologies to analyze and visualize the activities within these virtual communities 
to identify the suspects and extract the active groups.  In this work, we introduce 
the social network analysis technique and information visualization technique for 
the Gray Web Forum – forum that may threaten public safety.    

Keywords: Gray Web forum, social network analysis, information visualization, 
security informatics, information extraction. 

1   Introduction 

A Web forum is a virtual platform for expressing personal and communal opinions, 
comments, experiences, thoughts, and sentiments.  In general, a Web forum has less 
factual content than other general Web sites.  Nonetheless, a Web forum bears strong 
factual connections between its members.  To someone who is outside or new to this 
Web forum, this human-emphasized feature raises the interest of understanding the 
influential status of different members as well as the influential relationships between 
them.  An outside observer may want to have a higher confidence in trusting the in-
formation in a message by knowing its authoritativeness. A newcomer may treat 
messages from more influential members more seriously. 
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The degree of influence of a member may come from being a leader, a contributor or 
a facilitator of discussed topics in a Web forum.  A leader initiates and leads topics of 
discussion.  A contributor provides supporting details and arguments to enrich discussed 
topics.  A facilitator provides content and person references to the forum with the 
knowledge and experience of the subject matter and the forum itself.  In practice, the 
roles of members evolve throughout the growth of a Web forum.  Moreover, these roles 
can be easily recognized by experienced members in a particular forum.  However, such 
roles may be difficult to be recognized or understood by outsiders or newcomers. 

1.1   Definition and Related Work on Gray Web Forum 

A forum is defined as the computer-mediated medium for the open discussion of sub-
jects of public interest [7].  Internet forums are virtual communities that build on top of 
the Internet technologies for their members to share information without face-to-face 
contact with others.  Such environment is ideal for criminals to conduct or encourage 
crimes because their identities are easy to be discovered.  The Gray Web Forum is 
defined as the virtual community formed through Internet forums, which focused on 
topics that might potentially encourage biased, offensive, or disruptive behaviors and 
may disturb the society or threaten the public safety.  Wang et al. [7] have identified 
several Gray Web Forums in the topics of gambling, pirated CDs, spiritualism and 
sentimentalism.   

There are usually three types of operations when a member login to a forum: (1) 
Start a new thread of discussion, (2) View an existing posting, (3) Reply to an existing 
posting.  A posting is a message sent to a forum for public view by a forum member.  A 
group of postings related to a specific topic is called a thread.  There are usually four 
types of forum members: (1) initiators, (2) followers, (3) active members and (4) in-
active members.  Initiators are members who frequently creating new threads for dis-
cussion but seldom response to other threads.  Followers are members who frequently 
responding to postings but seldom create new threads.  Active members are members 
who frequently create new threads and reply to postings. Inactive members are mem-
bers who have only participated in the forum a few times.         

Among all Web forums in the Internet, Gray Web Forums are of particular interest to 
law enforcement and security agencies because of their discussions in some gray areas 
having potential to post different levels of threats to some communities or an entire 
society.  With today’s tools in text indexing, searching and classification, it is possible 
to identify Gray Web Forums based on certain criteria from textual content analysis.  
However, the textual analysis does not provide automatic means to facilitate the iden-
tification of roles of different subscribers in those Web forums. In this work, we  
introduce the social network analysis technique to provide a means to re-create a 
communication network from threads in a Web forum to represent the Web forum 
structure.  Web forum structure analysis will provide the structural context of an entire 
forum and the statistical relationships between members based on their posted mes-
sages according to different threads in the forum.  However, the massive quantity of 
messages and links between them easily complicates the Web forum structure and 
hardens the task to identify a few relatively more important members in the Web forum.  
Hence, we introduce information visualization technique to investigate Web forums 
with different levels of abstraction.   
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2   Forum Social Network 

Social network is a representation of social entities such as people in an organization 
known as actors and their relationships and interactions in a structure of network (or 
graph).  Each node (or vertex) represents an actor and each link (or arc) represents one 
or more than one relationship or interaction.  The link can be a directed link or undi-
rected link depending on the relationship or interaction that it is representing.  For 
example, node A and node B represent two persons and the link between A and B 
represents that there are a relationship between A and B.  A is a classmate of B and they 
participate in the computing competition.  In this case, the link is undirected because 
the relationship is mutual.  In the example of Web forum, node A and node B represent 
two members participating in a Web forum.  A directed link from B to A represents that 
B has posted a message replying to a message posted by A earlier.       

In a forum social network, each node represents a member who has posted at least 
one message in the forum and each link represents that there are at least one message 
that is posted by the starting node and replying to the message posted by the ending 
node some time earlier.  In our earlier work on terrorist social network [10], each link 
has a weight to represent the association strength between the corresponding nodes.  
The weight is determined by the number and types of relationships existing between 
the corresponding nodes. For example, two terrorists can be related by multiple types 
of relationships such as acquaintance, friends, relatives, nuclear family member, 
teachers, and religious leader. The weight is computed based on a formulation in terms 
of the importance of the relationship and number of relationship between two terror-
ists.  In a forum social network, the link represents the interactions from a forum 
member to another forum member.  The association strength is measured by the fre-
quency of interactions between two forum members and the total number of postings 
across all threads. 

Given that A has created a number of threads in a forum, B posts one or more mes-
sage replying to A’s message among all the posting in the thread. The weight of the 
directed link from B to A representing the association strength is computed as 

 
 ∑=

 Acreated by
sAll thread

BA A's threadages iner of messTotal numb

A's threadB inosted bymessages pNumber of 
w  

wBA is normalized by the largest weight in the network. 
A Web forum social network is formally represented as a weighted graph  

G = (V, E; w), where V corresponds to the set of nodes (forum members), E is the set 
of links, w is a function mapping each directed link (u,v) ∈ E to a weight wuv in the 
range [0,1] that indicates the strength of association from u to v. 

2.1   Social Network Analysis 

Social network analysis is a strategy for investigating social structures, which draws 
significant attention in the recent years, especially in the area of Web structure mining.  
Applications of social network analysis can be found in publication and citation network 
analysis, collaboration structure analysis, social interaction network analysis, hyperlink 
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analysis, and terrorist social network analysis.  Wetherell et al. [8] describes social 
network analysis as conceptualizes social structure as a network with ties connecting 
members and channeling resources, focuses on the characteristics of ties rather than on 
the characteristics of the individual members, and views communities networks of in-
dividual relations that people foster, maintain, and use in the course of their daily life.   

Many algorithms have been developed in particular for hyperlink analysis in the 
recent years due to the popularity of World Wide Web and Internet search engines [3].  
Hyperlink analysis supports Internet search engines to rank the Web pages in terms of 
their popularity or their authority in the topics that the user is searching.  Hyperlink 
analysis augments the typical information retrieval techniques which only measure the 
relevance between Web pages and user query based on the keyword analysis.  In hy-
perlink analysis, it is assumed that a hyperlink from Web page A to Web page B is a 
recommendation of B by the author of A.  It is also assumed that A and B might be on 
the same topic.  However, there are some hyperlinks that are created only for the 
purpose of navigation within or across Web sites.  

The hyperlink analysis for ranking Web pages can be divided into two schemes [3]: 
query-independent scheme and query-dependent scheme. Query-independent ranking 
scheme assign a score to a Web page by analyzing the whole network for all queries.  
Query-dependent ranking scheme conducts a hyperlink analysis for each query.  
PageRank algorithm [2,6] is the most prominent query-independent ranking scheme, 
which is now used in Google search engine.  HITS algorithm [4] ranks the Web pages 
in neighborhood graph expanded by the seed pages collected from search engines in 
terms of two scores: authority score and hub score.  A Web page with high authority 
score has many hyperlinks from the good hubs.  On the other hand, a Web page with 
high hub score has hyperlinks to many good authoritative pages.  In a forum social 
network, the links are not exactly hyperlinks as discussed in the hyperlink analysis 
although forum messages and Web pages are both available on the World Wide Web 
and using the Web standards.  A link in the forum social network represents a message 
is posted to response to a message posted earlier.  It does not mean that it is recom-
mended by the author of a later message but the topic of both messages is the same.   

To conduct analysis on forum social networks, we shall investigate several other 
methodologies and formulations in general social network analysis such as centrality 
and prestige [8].  Important actors in a forum social network are those that are linked or 
involved with many other actors extensively.  A central actor is a member who in-
volved in many ties.  Centrality of a node can be measured by degree centrality, 
closeness centrality, or between centrality.         

The degree centrality is defined as the out-degree of a node normalized with the 
maximum out-degree of a network.  Given a social network with n nodes, the degree 
centrality formulation is  

1)( −
−= n

udegree of oututralitydegree cen   

The closeness centrality is measured by the distance from a node to all other nodes.  
Let the shortest distance of a directed path from u to v be d(u,v).  The closeness cen-
trality formulation is  
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The betweenness centrality measures the control of a node over other pairs of nodes 
in a social network.  Let puv be the number of shortest paths between u and v.  The 
betweenness of w is defined as the number of shortest paths that pass w (puv(w)) nor-
malized by the number total number of shortest paths of all pairs of nodes not including 
w.  The betweenness centrality formulation is  
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The prestige measure focuses on the in-degree of a node rather than the in-degree 
that is used in centrality measure.  Prestige of a node can be measured by degree pres-
tige or proximity prestige. 

Degree prestige is measured by the in-degree of a node divided by the total number 
of nodes in the network subtracted by 1. 

1)( −
−= n

vdegree of invstigedegree pre   

The proximity prestige generalizes the prestige measurement by considering nodes 
that are directly and indirectly linked to the node v, which means all nodes that have a 
directed path to v.  Considering Cv is the set of nodes that have directed path to v, the 
proximity is measuring the distance of the nodes in C v to u.  The proximity prestige 
formulation is   
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3   Visualizing Forum Social Network 

Given a forum social network with several hundreds of nodes (i.e. forum participants), 
the network is so busy that it is extremely difficult to identify any particular participant 
and visualize his/her relationship with other participants.  In order to optimize the use 
of the two-dimensional space for presenting the network, we have adopted the spring 
embedder algorithm to initialize the coordinates of the nodes in the network [10].  Such 
algorithm optimizes the distances between nodes to fully utilize the two-dimensional 
space.  The lengths of links reflect the association strength between the corresponding 
ending nodes.       

We have also implemented two visualization tools, fisheye view and fractal view, to 
provide interactive visualization by selecting focus points.  Using fisheye view, region  
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of interest is enlarged but 
other regions are dimin-
ished. Such technique 
allows users to explore 
the local details in the 
region of interest while 
maintaining the global 
structure of the network.  
Using fractal view, users 
may filter less relevant 
nodes and links by ad-
justing the degree of 
abstraction.  The re-
maining subgraph con-
tains the nodes and edges 
that are most relevant to 
the focus of interest. 

Multiple focus points 
can also be applied on the 
visualization techniques.  
Nodes that are most 
relevant to all focuses 
will be identified.  That 
means gateways between 
important members and 
active sub-community 
with a few members as 
leaders can be extracted. 

Figure 1 shows the 
terrorist social network 
after applying the em-
bedder algorithm to ini-
tialize the coordinates of 
the nodes.  The length of 
links reveals the associa-
tion strength between the 
corresponding terrorists.  
We can see four sub-
groups formed naturally 
in the whole social net-
work.  Figure 2 shows the 
subgraph of the terrorist 
social network after ap-
plying fisheye view and 
fractal view with “bin 
Laden” and “Fateh” as 
focuses.  Bin Laden and 

Fig. 1. Terrorist social network after applying spring embedder 
algorithm 

Fig. 2. Terrorist social network after applying fisheye view and 
fractal view.  The focus nodes are “bin Laden” and “Fateh”. 
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Fateh are both terrorist leaders.  Applying such interactive visualization technique, the 
connections between the two leaders become obvious. 

3.1   Extracting Active Sub-graph from Forum Social Network 

In this study, we have investigated two Gray Web Forums in Taiwan using the social 
network structural analysis technique and the interactive visualization technique.  The 
first Gray Web Forum is 櫻桃城 (http://bbs.a35.info/thread.php?fid=529) which is a 
forum related to pirated CDs. The second Gray Web Forum is 萬 善 堂
(http://oie.idv.tw/cgi-bin/bbs/forums.cgi?forum=1) which is a forum related to gam-
bling.  Both forums are considered crime related because pirated CDs and gambling are 
illegal in Taiwan.  Information posted on these two forums is very likely violating the 
local laws.  Analysis of these forums will support the police investigators to identify the 
suspects and extract their community.      

Figure. 4 shows the 櫻桃城 social network and Fig. 4 shows the distributions of 
in-degree and out-degree of the network.  There are 83 nodes totally.  The nodes with 
in-degree equal to zero represent members who have never posted any new thread.  
There are 43% of the members in 櫻桃城 whose in-degree equal to zero. The nodes  
 

 

Fig. 3. 櫻桃城 social network 
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with out-degree equal to zero represent members who have never reply to postings. 
That means these members only create new threads.  There are 52% of the members in 
櫻桃城 who have out-degree equal to zero.  Given these statistics, there are only 5% of 
the members who have created threads and responded to other threads since it is im-
possible for a node to have both in-degree and out-degree equal to zero in a forum 
social network.  The roles of most of the members in 櫻桃城 are very clear and ex-
treme.  They are either initiators or followers.   
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Fig. 4. Distributions of in-degree and out-degree of the nodes in 櫻桃城 Gray Web Forum 

(a) (b)  

Fig. 5. (a) 櫻桃城 social network fisheye/fractal view with focuses as the two nodes with the 
highest in-degree, (b) 櫻桃城 social network fisheye/fractal view with focuses as the three nodes 
with the highest in-degree 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



 Analyzing and Visualizing Gray Web Forum Structure 29 

We also found that 48% of the nodes have their in-degree equal to either 1 or 2.  That 
means among the members who have posted at least a thread (57%), 84% of them 
receive only 1 or 2 responses.  There are only a few of them who have relatively large 
responses.  The interactions in櫻桃城 are not very active. 

In our visualization tools, users may use any centrality and prestige measurements to 
select the focus nodes.  In the following illustrations, we are using the degree centrality 
and degree prestige.   

Figure 5(a) shows the fisheye and fractal view of 櫻桃城 social network with two 
and three focus nodes.  These focus nodes are the nodes with the highest in-degree 
(degree centrality).  Given these views, we can identify the members who are actively 
replying to these popular threads.   

 

Fig. 6. (a) 櫻桃城 social network fisheye/fractal view with focuses as the three nodes with the 
highest out-degree (b) 櫻桃城 social network fisheye/fractal view with focuses as the three nodes 
with the highest in-degree and the two nodes with the highest out-degree 

Figure 6 (b) shows the fisheye and fractal view of 櫻桃城 social network with five 
focus nodes.  Three of these focus nodes are the nodes with the highest in-degree.  
Other two of these focus nodes are the nodes with the highest out-degree.  Given these 
views, we can extract the sub-community of 櫻桃城 that members are actively creating 
threads or actively responding to the popular threads.   

Figure 6 (a) shows the fisheye and fractal view of 櫻桃城 social network with three 
focus nodes.  These three focus nodes are the nodes with the highest out-degree (degree 
prestige).  Given these views, we can identify the threads that these active followers are 
actively replying to.   

Figure 7 shows the萬善堂 social network and Figure 8 shows the distributions of 
in-degree and out-degree of the network.  The萬善堂 social network is much bigger than 
the櫻桃城 social network.  There are 335 nodes.  There characteristics of the 萬善堂  
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Fig. 7. 萬善堂 social network 
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Fig. 8. Distributions of in-degree and out-degree of the nodes in萬善堂 Gray Web Forum 
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Fig. 9. (a)萬善堂 social network fisheye/fractal view with focuses as the three nodes with the 
highest in-degree, (b) 萬善堂 social network fisheye/fractal view with focuses as the two nodes 
with the highest out-degree 

 

Fig. 10. 萬善堂 social network fisheye/fractal view with focuses as the three nodes with the 
highest in-degree and the two nodes with the highest out-degree 
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social network is also slightly different.  There are 9% of the members whose in-degree 
equal to zero.  There are 85% of the members in萬善堂 who have out-degree equal to 
zero.  There are 6% of the members who have created threads and responded to other 
threads.  That means most members are active initiators.   

Similarly, we have used fisheye and fractal view to extract active sub-graph using 
the nodes with the highest in-degree and/or the highest out-degree as focuses.  Figure 9 
(a) shows the fisheye and fractal view of 萬善堂 social network with three focus nodes.  
These focus nodes are the nodes with the highest in-degree.  Figure 9 (b) shows the 
fisheye and fractal view of 萬善堂social network with two focus nodes.  These two 
focus nodes are the nodes with the highest out-degree.  Figure 10 shows the fisheye and 
fractal view of 萬善堂 social network with five focus nodes.  Three of these focus 
nodes are the nodes with the highest in-degree.  Other two of these focus nodes are the 
nodes with the highest out-degree.  Given these views, we can extract the 
sub-community of 萬善堂 that members are actively creating threads or actively re-
sponding to the popular threads.   

4   Conclusion  

In this work, we have introduced the social network analysis technique and the infor-
mation visualization technique to analyze and visualize the Gray Web forum.  The 
social analysis technique identifies the nodes with the highest centrality and prestige.  
The interactive fisheye and fractal views support the exploration of the network and the 
extraction of active sub-group within the community.  We have presented two case 
studies on two Taiwan Gray Web forums -櫻桃城 and 萬善堂.   
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Abstract. Along with the rapid development of online gaming worldwide, 
online games have become the very successful and outstanding industry in 
recent years, especially in Massive Multiplayer Online Role-Playing Games 
(MMORPGs). Cyber-criminal activity arising from online games is increasing 
at an alarming rate. Further, online gaming crimes have turned out the most 
serious cybercrime in many countries, such as Taiwan, South Korea, China, 
Hong Kong, and so on. According to our analysis of online gaming 
characteristics in Taiwan from the year of 2002 to 2004, the majority of online 
gaming crime is theft and fraud, but fraud gets higher from 20% to 36%. 
Identity theft and social engineering are the major criminal means. The 
offenders are mainly male and always proceed alone. The age of offenders is 
low (average over 60% in the age range of 15-25). The offenders are mostly 
students, workers and the unemployed, most of them not having criminal 
records. The type of game giving rise to most of the criminal cases is still 
Lineage Online, but other games are getting higher from 0.8% to 28.4%. The 
value of the online gaming loss over $1500 U.S. dollars is getting higher from 
3.8% to 9.9%. In this paper, we present an empirical analysis of online gaming 
criminal activity from the year of 2002 to 2004 in Taiwan and suggest ways to 
combat the criminal activity.  

Keywords: online gaming crime; MMORPG; cybercrime; virtual property. 

1   Introduction 

Along with the fast-pace development of the Internet, various network applications 
have been very successful, including online gaming, electronic commerce, online 
banking, and so on. Within these industries, the development of online gaming has met 
with the most success. A new report from DFC Intelligence forecasts that the 
worldwide market for online games will reach US $9.8 billion in 2009. This represents 
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a 410% increase over 2003 revenue of $1.9 billion [1]. In 2009, the largest market for 
online games is expected to be the Asia-Pacific region with $4.2 billion in revenue. 

Online gaming (or massively multiplayer online role-playing game, MMORPG) is 
a form of computer entertainment played by one or more persons over the Internet. 
Online gaming is indeed an explosive industry and has recently been very successful. 
Many online gaming companies are not surviving but thriving. For instance, the 
online gaming “Lineage”, which was developed by NCSoft.com of South Korea, has 
more than 2.3 million players in South Korea in 2003 and more than 2.5 million 
players in Taiwan in 2004 [2]. The number of Lineage users is almost one-fourth of 
all network users of both countries.  

Globally, online gaming has rapidly grown across different generations. No matter 
male or female, young or old, white or blue collar, poor or rich, all of them indulge in 
this novel form of entertainment. The success of online gaming changes the software 
business model, and makes the related industry have a prosperous growth, for 
example, virtual property auction, broadband provider, multimedia designer, online 
payment, internet café, network security, programmer, and advertising, by providing 
high quality and plentiful experience. Policies for developing the digital content 
industry have been the key driving force for economic development in which online 
gaming plays an important and principal role [2]. Furthermore, many vendors from 
Asia target their products towards North America, Europe, etc., and we can see that 
online gaming is beginning to take off and thrive in many countries. Nevertheless, 
what we are concerned about the accompanying negative influence of on e-society. 

However, virtual properties in the virtual society may have a very high value. For 
instance, a virtual character with level 57 ranger values $2000 U.S. dollars in ebay 
auction website [3]. As another example, consider Korea’s Lineage game, the virtual 
currency exchange rate was 2500:1 (2500 virtual currency can be converted to 1 US 
dollar) during 2002. Many players are willing to pay real money to buy virtual 
property in order to upgrade their virtual characters. These have led many players to 
attempt to benefit from the illegal use of online virtual properties through online 
cheating, theft, robbery, and so on. Unfortunately, with the growth of online gaming, 
there has been an amazing growth in the online gaming-related crimes (mostly in the 
age range of 15-25) especially in MMORPG series. Such cyber-criminal activity 
within online games is increasing at an alarming rate. In 2002, the number of thefts, 
fraudulent activities, robberies, counterfeited documents, assault and batteries, threats 
and illegal gambling cases from online games has increased to 1300 cases from 55 
only 2 years earlier. Furthermore, online gaming-related crime has become the most 
serious problem within all cyber-criminal cases in Taiwan.   

In our previous research, we illustrated the online gaming crime and security 
problems [4], analyzed the influence of online gaming crime [5], gave a thorough 
taxonomy for a variety of criminal behaviors [6], and briefly analyzed the 
characteristics of online gaming crime [7]. Since there is little published research in 
this area, in this paper, we gather 2179 criminal cases during the year of 2002 to 2004 
from Taiwan related to the online gaming crime, and analyze them for: reasons for 
prosecution, offender’s gender and age range, criminal method, crime scene, time, 
and the market value of virtual property for each case, etc. The sources for this 
research are Taiwan’s judicial documents. This paper is intended to provide a 
complete and thorough illustration of online gaming crimes and security problems as 
well as countermeasures for them. 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



36 Y. Ku et al. 

The remainder of this paper is organized as follows. In section 2, the statistics of 
online gaming crime is analyzed along with the criminal cases themselves. To further 
describe the criminal behavior, we categorize the approaches used in the commission 
of these crimes in section 3. In section 4, we present possible suggestions and 
methods of prevention to solve these problems. We give our conclusions in section 5. 

2   Statistics of Online Gaming Crimes 

We randomly chose 2179 online gaming criminal cases as examples. The cases 
occurred during the year of 2002 to 2004 in Taiwan. First, we will give a definition on 
online gaming crime and analyze them for special features focusing on the tendency 
for online gaming crime, examining related prosecutions, offenders, victims, and 
criminal methods. These criminal cases are from official criminal reports, from 
different judicial or investigative authorities. 

2.1   Online Gaming Crime Definition 

Online gaming crime comprises a criminal activity in which an individual, a computer 
and a network game are the key entities involved. Some online gamers use illegal or 
immoral means to gain advantage in their online games. Exactly which of these 
means is illegal varies greatly by province/state, territory, and country. Examples of 
online gaming crime are: theft, fraud, robbery, kidnapping, threat, assault and battery, 
destruction of property, counterfeiting, receipt of stolen property, privacy violations, 
software piracy, extortion, gambling, and so on. Most of the cases can be attributed to 
theft and fraud; nevertheless, we list some of the possible derivative crimes. 

2.2   Case Analysis 

Using the above-mentioned criminal cases, we first analyze their distribution with 
respect to different attributes of prosecution including: type of crimes, time of 
occurrence, date, crime scene, and monetary value. 
 

(1) Type of Crimes: Theft and Fraud are the major type of online gaming crimes. 
Table 1 depicts that most of cases were charged with theft, but the cases have 
dropped from 73.7% to 60.5%. Fraud has been increased from 20.2% to 36.01%. 

Table 1. Frequency of occurrence of different types of crime from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

Theft 452(73.7%) 470(63.17%) 498(60.58%) 

Fraud 124(20.2%) 183(24.60%) 296(36.01%) 

Conversion 9(1.5%) 8(1.08%) 8(0.97%) 

Reception of Stolen Property 2(0.3%) 2(0.27%) 2(0.24%) 

Type 
of Crimes 

Others 26(4.2%) 11(1.48%) 18(2.19%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 
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(2) Type of Online Games: Table 2 shows that the majority of the criminal cases 
happened on Lineage online game, but it had decreased from 93.3% to 69.9%. 
Crimes on other games were getting higher from 0.8% to 28.47%. 

Table 2. Frequency of crimes based for different online games from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

Lineage 572(93.3%) 521(70.03%) 575(69.90%) 

JinYong Online 23(3.8%) 26(3.49%) 7(0.80%) 

Stone Age 10(1.6%) 2(0.27%) 3(0.40%) 

CrossGate 3(0.5%) 6(0.81%) 3(0.40%) 

Type of Online 
Games 

Others 5(0.8%) 189(25.4%) 234(28.47%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

(3) Time of Crime Distribution: Table 3 shows that there is not distinct difference for 
the time of crime.  

Table 3. Time of crime occurrence distribution from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

0-2 53(8.6%) 65(8.74%) 75(9.12%) 

2-4 60(9.8%) 62(8.33%) 73(8.88%) 

4-6 48(7.8%) 52(6.99%) 70(8.52%) 

6-8 49(8.0%) 53(7.12%) 61(7.42%) 

8-10 58(9.5%) 56(7.53%) 71(8.64%) 

10-12 26(4.2%) 42(5.65%) 56(6.81%) 

12-14 73(11.9%) 67(9.01%) 81(9.85%) 

14-16 54(8.8%) 62(8.33%) 73(8.88%) 

16-18 55(9.0%) 74(9.95%) 73(8.88%) 

18-20 33(5.4%) 63(8.47%) 56(6.81%) 

20-22 47(7.7%) 76(10.22%) 61(7.42%) 

Time 

22-24 57(9.3%) 72(9.68%) 72(8.76%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

(4) Crime Scene Distribution: Table 4 shows that most criminal activities were 
committed in Internet cafés, but they were dropped from 54.8% to 43.4%. In 
addition, many offenders also used their home network to commit the crime.  
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Table 4. Crime scene distribution from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

Internet café 336(54.8%) 352(47.31%) 357(43.4%) 

Offender's dwelling 189(30.8%) 165(22.18%) 223(27.1%) 

Victim's dwelling 22(3.6%) 68(9.14%) 96(11.6%) 

School 4(0.7%) 7(0.94%) 7(1.0%) 

Crime Scene 

Others 62(10.1%) 152(20.43) 139(16.9%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

(5) Market Value of Each Case Distribution: In cases, the average value of the online 
gaming crime loss is about $459 U.S. dollars. The value of the online gaming loss 
over $1500 U.S. dollars is getting higher from 3.8% to 9.9%. Table 5 depicts the 
distribution of the criminal cases based on lost value.  

Table 5. Market value of each case distribution from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

No Record 111(18.1%) 293(39.38%) 366(44.53%) 

<100 96(15.7%) 67(9.01%) 41(4.97%) 

100-300 210(34.3%) 115(15.46%) 85(10.34%) 

301-500 48(7.8%) 87(11.69%) 88(10.74%) 

501-700 54(8.8%) 52(6.99%) 57(6.96%) 

701-900 34(5.5%) 25(3.36%) 33(3.98%) 

901-1100 10(1.6%) 42(5.65%) 47(5.77%) 

1101-1300 20(3.3%) 13(1.75%) 23(2.78%) 

1301-1500 7(1.1%) 3(0.40%) 0(0.00%) 

Market Value of 
Each Case 

(U.S. dollars) 

>1500 23(3.8%) 47(6.32%) 82(9.94%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

2.3   Offender Analysis 

In this section, we analyze the distribution of online gaming crime cases based on 
the different attributes of offenders including: offender’s gender, age, profession, 
whether the offender had a criminal record, and whether the offender colluded with 
others. 

(1) Gender: In average, there are over 90% male offenders within whole cases.   
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Table 6. Offenders’ gender distribution from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

Male 587(95.8%) 637(85.62%) 752(91.50%) 
Gender 

Female 26(4.2%) 107(14.38%) 70(8.50%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

(2) Age: Table 7 shows that young offenders between 15 and 20 years old have the 
highest number in 2002, but it has dropped to 28.5% in 2004. In 2003 and 2004, 
the majority of offenders’ age is between 21 and 25. 

Table 7. Offenders’ age distribution from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

<14 52(8.5%) 0(0.0%) 2(0.20%) 

15-20 388(63.3%) 32(4.30%) 234(28.50%) 

21-25 135(22.0%) 506(68.01%) 381(46.40%) 

25-30 26(4.2%) 155(20.83%) 119(14.50%) 

31-35 10(1.6%) 31(4.17%) 36(4.40%) 

36-40 0(0.0%) 13(1.75%) 44(5.30%) 

Age 

>40 2(0.3%) 7(0.94%) 6(0.70%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

(3) Profession: Table 8 shows that most of the offenders are students in 2002, but it 
has been dropped to 17.6% in 2004. Workers who committed online gaming 
crime are getting higher. The main professions of the offenders include students, 
workers, and military. The unemployed make up one-fourth of all offenders.  

Table 8. Distribution of offenders’ profession from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

Student 286(46.66%) 131(17.61%) 145(17.60%) 

Unemployed 147(23.98%) 191(25.67%) 191(23.20%) 

Worker 78(12.72%) 195(26.21%) 232(28.20%) 

Military 44(7.18%) 84(11.29%) 74(9.00%) 

Business 9(1.47%) 28(3.76%) 53(6.50%) 

IT 2(0.33%) 4(0.54%) 12(1.40%) 

Profession 

Others 47(7.67%) 111(14.92%) 116(14.10%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 
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(4) Have Criminal Record: Table 9 indicates that most of offenders had no criminal 
records. 

Table 9. Have criminal record distribution from 2002 to 2004 

Value Frequency (Percentage) 
Measure 

Year 2002 2003 2004 

Yes 111(18.1%) 198(26.61%) 173(21.00%) Have criminal 
record? No 502(81.9%) 546(73.39%) 649(79.00%) 

Total  613(100.0%) 744(100.0%) 822(100.0%) 

2.4   Criminal Method Analysis 

In order to analyze online gaming crime, we categorize the 18 criminal methods into 5 
categories, which are identity theft, social engineering, hacking tools or system 
weakness, and force or revenge. Table 10 depicts the criminal methods with 
corresponding number of criminal cases and percentages. We bypassed 643 cases 
from our official report that had no mention of the exact criminal methods used.  

Table 10. Criminal method distribution from 2002 to 2004 

ValueFrequency(Percentage) 
Criminal Methods 

2002 2003 2004 
1. Identity Theft 159(25.94%) 298(40.05%) 341(41.52%) 
2. Social Engineering 161(26.26%) 229(30.78%) 209(25.44%) 
3. Hacking Tools or System Weakness 43(7.01%) 40(5.38%) 40(4.81%) 
4. Force or Revenge 3(0.49%) 1(0.13%) 2(0.24%) 
5. Unrecognized 247(40.29%) 176(23.66%) 230(27.99%) 

Total 613(100%) 744(100%) 822(100%) 

3   Criminal Behavior Analysis 

3.1   Why MMORPGs Are Attractive to Players and Criminals 

There are a number of reasons why MMORPGs are attractive to both players and 
criminals alike. 

(1)  Attractive as a good challenge; also there is a large community of players. 
(2)  Desire to gain rare virtual property or virtual money. 
(3)  One can accumulate virtual fortune gradually and in the cases of some games, 

it can be converted into cash. 
(4)  Represents great amusement. 
(5)  There is a challenge in moving their virtual character to a higher level. 
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(6)  Criminals find the lack of authentication/security schemes make it easy to 
profit by illegal means. 

(7)  Some virtual properties are highly valuable in marketplace. 
(8)  There is a market for virtual property because sufficient numbers of people 

would rather pay money for virtual property rather than the energy, skill, or 
time to work within the game. 

(9)  The trade and exchange of virtual property has become prevalent. 
(10)  The perception of MMORPGs has changed to the point where many people 

now think they are making money instead of just for entertainment. 
(11)  It is apparent that the different business model for MMORPGs in Asia (as 

opposed to North America) leads to higher MMORPG crime rate [5]. 

3.2   Criminal Behavior Analysis 

In this Section, we first analyze the main reasons for some online gaming crimes, and 
then summarize a variety of criminal behaviors.  

As we have described, over 70% of criminal cases happened within the Lineage 
online game. We give the following analysis: 

(1) Lineage is the earliest and biggest online game in terms of market scale. During 
2002 to 2004, it claimed over 2.5 million memberships in Taiwan. 

(2) Many virtual properties in Lineage have a higher value in the real market than 
other games.  

(3) Gamania Corp., the source of Lineage, provides more detailed log record 
information with which investigators can easily trace criminal footprints as 
evidence. Thus, information on Lineage criminal activity is more complete, 
leading to more criminal cases identified with Lineage. On the other hand, most 
other vendors lack adequate audit schemes or cooperative strategies with 
enforcement authorities. Therefore, for these vendors, the enforcement authorities 
could not execute their investigations or were prohibited by limited evidence.  

Different online gaming vendors may have different administrative mechanisms; 
for instance, some vendors can record and audit details regarding virtual property 
trading, transference, dropping, processing, etc., but others may only record little 
information about logon and/or logoff. Once a dispute happens, it may be difficult to 
distinguish who is right or wrong. If a vendor is lacking a scheme for auditing and 
tracing of record information, it would lead to problems in carrying out prosecution.   

4   Suggestions and Preventions 

In this section we suggest potential approaches for dealing with the rising incidence of 
gaming crime. 

4.1   Preventing Identity Theft 

Identity theft is a key problem area. Some approaches to preventing criminal activity 
in this area include: 
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(1) Use of virus and Trojan scanning software: for instance, the online gaming 
service provider could run this as part of its operation for all client software.  

(2) Online tests of the username password efficacy: at enrollment, the online gaming 
service would check the effectiveness of a selected username and password. 

(3) Requiring changes of username/password: every few weeks the gaming service 
would require the user to change the username/password to new ones. 

(4) Detection of suspicious activity: the online gaming service would detect when 
there is more than one instance of a supposedly unique player being online in 
order to detect sharing of username/password. 

(5) Use of Digital Certificates: players would be required to apply for certificates 
from a certification authority (CA) in advance. Unfortunately, players may find 
this procedure complicated. The need to have the digital certificate at hand is 
considered inconvenient, may hamper mobility and thus would affect the players’ 
interest in the game. 

(6) Smart Card to identify users: while effective for authenticating users, it 
unfortunately adds to the cost of the game, and would require a card reader.  

(7) Biometric Authentication: such as fingerprint verification, hand geometry, iris 
scanning, retina scanning, voice recognition, signature verification or facial 
recognition. These authentication mechanisms all need particular devices or 
readers to function. Players may feel uncomfortable and find them too 
complicated for everyday use.  

(8) Password Transmitted via Cell Phone: gaming authentication servers use related 
definitions and calculations to produce random passwords and then transmit them 
to players through cell phones. Due to the prevalence of cell phones, this 
authentication mechanism could provide an effective and secure scheme, but cost 
considerations would be a big issue. Also, players must have cell phones. 
Furthermore, unless the message has been appropriately encrypted, cellular 
transmissions could be intercepted. 

(9) Dynamic Password Authentication: known as One-time Password Generators; 
this is similar to traditional static passwords since a password is used in 
conjunction with a UserID. They are limited to one time use [8]. The advantage 
of this technique is preventing the replay of a compromised password.   

4.2   Other Protective Measures 

Other protective measures include the following: 

(1)  Use insurance to protect virtual property. While not preventing the crime, it 
would compensate for loss. Systemically, insurers may require online gaming 
service providers to maintain certain security standards. 

(2)  Deploy built-in cheating detection mechanisms. The major objective for this 
measure is to reduce the modification of game software and use of fraudulent 
means so as to shrink the possibility of criminal activities.  Such a system 
would detect or discover unusual activities or modifications, and produce 
related alarms. Some online gaming vendors, such as Joe Wilcox, have 
developed similar mechanisms [9].   
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(3)  Advise the vendor’s customers exactly what information the vendor will, and 
will not ask for on websites or via e-mail. If personal, financial or sensitive 
information must be exchanged, the vendor must clearly indicate under what 
conditions that exchange will occur. 

(4)  Build up an instant response/report platform. Using this platform, vendors can 
instantly provide essential information or case study with their customers on 
investigating or reporting suspicious/illegal means or circumstances. 
Effectively this would be a call centre focused on dealing with potentially 
illegal behavior. 

(5)  Be the first to establish similar website domain URLs. For example, 
www.google.com will still take users to the proper web address, 
www.google.com. The idea behind this is to help prevent fake websites. 

(6)  Register the user’s identity in environments such as Internet cafés as far as 
possible. Internet cafés and other public places providing online gaming 
should record their customers’ identities, time period of online use, and other 
data to support the investigation of criminal activities. 

(7)  Record complete audit data and keep it at least three months. Online gaming 
vendors need to enhance their auditing systems, as well as record and store 
important information such as a record of virtual property transferred, for 
tracing or investigating by an enforcement authority.  

(8)  Improve related legal education. According to our statistics, most of offenders 
were under 25 years old, in this age bracket, people easily breach the law and 
lack legal or moral education. Teachers and parents should learn and 
understand the negative influence of online gaming on their students or 
children.  

(9)  Educate players to keep their UserIDs and passwords secret, and let them 
know that this is their responsibility. 

(10)  Establish safe trading schemes or channels. Players should be very careful 
during online trading. Exchanging, selling, or purchasing virtual properties via 
a trusted third party can provide a safer environment than trading in private. 

(11)  Deploy rights management mechanisms to lock virtual property for use by 
only those authorized. 

(12)  Law enforcement authorities can employ “honey pots” to lure and capture 
online gaming offenders; online gaming honey pots are fake online gaming 
systems that act as decoys to collect data on criminal activity [10]. 

5   Conclusion 

In this paper, we gathered and analyzed 2179 criminal cases of online gaming 
crimes that happened in Taiwan during the year of 2002 to 2004. We can imagine 
that the upcoming online gaming crimes and cheating cases will undermine the 
development of the online gaming industry. Furthermore, these crimes not only 
influence the players’ mental addiction but also may lead to other societal 
problems. Although these crime problems are not as serious as conventional 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



44 Y. Ku et al. 

violent crimes, people need to be aware of the problems arising from online 
gaming, especially since the age of online gaming offenders is going down. 
Entertainment should be entertainment, and not become a dark corner of the 
Internet corrupted with criminal issues. In addition to pursuing profits, the vendors 
need to be educators and to a certain respect, enforcers of appropriate behavior in 
the playing of these online games. We hope that the online gaming-related issues 
identified here will be noticed by many so that these problems may be solved 
through education, laws and appropriate technologies. It is clear that implementing 
measures to mitigate crime is necessary. In this paper we also have provided some 
suggestions and prevention approaches to help deal with criminal activity. 
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Abstract. Organizations and governments are becoming vulnerable to
a wide variety of security breaches against their information infrastruc-
ture. The magnitude of this threat is evident from the increasing rate of
cyber attacks against computers and critical infrastructure. Weblogs, or
blogs, have also rapidly gained in numbers over the past decade. Weblogs
may provide up-to-date information on the prevalence and distribution of
various cyber security threats as well as terrorism events. In this paper,
we analyze weblog posts for various categories of cyber security threats
related to the detection of cyber attacks, cyber crime, and terrorism. Ex-
isting studies on intelligence analysis have focused on analyzing news or
forums for cyber security incidents, but few have looked at weblogs. We
use probabilistic latent semantic analysis to detect keywords from cyber
security weblogs with respect to certain topics. We then demonstrate how
this method can present the blogosphere in terms of topics with measur-
able keywords, hence tracking popular conversations and topics in the
blogosphere. By applying a probabilistic approach, we can improve infor-
mation retrieval in weblog search and keywords detection, and provide
an analytical foundation for the future of security intelligence analysis of
weblogs.

Keywords: cyber security, weblog, blog, probabilistic latent semantic
analysis, cyber crime, cyber terrorism, data mining.

1 Introduction

Cyber security is defined as the intersection of computer, network, and informa-
tion security issues which directly affect the national security infrastructure [15].
Cyber security problems are frequent, serious, and global in nature. The number
of cyber attacks by persons and malicious software are increasing rapidly. Many
cyber criminals or hackers may post their ongoing achievements in weblogs, or
blogs, which are websites where entries are made in a reverse chronological order.
In addition, weblogs may provide up-to-date information on the prevalence and
distribution of various cyber security incidents and threats.

Weblogs range in scope from individual diaries to arms of political campaigns,
media programs, and corporations. Weblogs’ explosive growth is generating large
volumes of raw data and is considered by many industry watchers one of the top
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ten industry trends [3]. Blogosphere is the collective term encompassing all blogs
as a community or social network. Because of the huge volume of existing weblog
posts and their free format nature, information in the blogosphere is rather
random and chaotic, but immensely valuable in the right context. Weblogs can
thus potentially contain usable and measurable information related to cyber
security threats, such as malware, viruses, cyber blackmail, and other cyber
crime.

With the amazing growth of blogs on the web, the blogosphere affects much
in the media. Studies on the blogosphere include measuring the influence of the
blogosphere [6], analyzing the blog threads for discovering the important bloggers
[11], determining the spatiotemporal theme pattern on blogs [10], focusing the
topic-centric view of the blogosphere [1], detecting the blogs growing trends [7],
tracking the propagation of discussion topics in the blogosphere [8], and searching
and detecting topics in corporate blogs [16].

Existing studies have focused on analyzing forums and news articles for cy-
ber threats [12,18,19], but few have looked at weblogs. In this paper, we focus
on analyzing cyber security weblogs, which are blogs providing commentary or
analysis of cyber security threats and incidents.

In our work, we analyzed various weblog posts to detect the keywords of
various topics of the blog entries, hence tracking the trends and topics of conver-
sations in the blogosphere. Probabilistic Latent Semantic Analysis (PLSA) was
used to detect the keywords from various cyber security blog entries with respect
to certain topics. By using PLSA, we can present the blogosphere in terms of
topics with measurable keywords.

The paper is organized as follows. Section 2 reviews the related work on
intelligence analysis and extraction of useful information from weblogs. Section
3 describes an overview of the Latent Semantic models such as Latent Semantic
Analysis and Probabilistic Latent Semantic Analysis model for mining of weblog-
related topics. Section 4 presents experimental results, and Section 5 concludes
the paper.

2 Review of Related Work

This section reviews related work in intelligence analysis and extraction of useful
information from weblogs.

2.1 Intelligence Analysis

Intelligence analysis is the process of producing formal descriptions of situations
and entities of strategic importance [17]. Although its practice is found in its
purest form inside intelligence agencies, such as the CIA in the United States
or MI6 in the UK, its methods are also applicable in fields such as business
intelligence or competitive intelligence.

Recent works related to security intelligence analysis include using entity rec-
ognizers to extract names of people, organizations, and locations from news
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articles, and applying probabilistic topic models to learn the latent structure
behind the named entities and other words [12]. Another study analyzed the
evolution of terror attack incidents from online news articles using techniques re-
lated to temporal and event relationship mining [18]. In addition, Support Vector
Machines were used for improving document classification for the insider threat
problem within the intelligence community by analyzing a collection of docu-
ments from the Center for Nonproliferation Studies (CNS) related to weapons
of mass destruction [19]. These studies illustrate the growing need for security
intelligence analysis, and the usage of machine learning and information retrieval
techniques to provide such analysis. However, much work has yet to be done in
obtaining intelligence information from the vast collection of weblogs that exist
throughout the world.

2.2 Information Extraction from Weblogs

Current weblog text analysis focuses on extracting useful information from we-
blog entry collections, and determining certain trends in the blogophere. NLP
(Natural Language Processing) algorithms have been used to determine the most
important keywords and proper names within a certain time period from thou-
sands of active weblogs, which can automatically discover trends across blogs, as
well as detect key persons, phrases and paragraphs [7]. A study on the propaga-
tion of discussion topics through the social network in the blogophere developed
algorithms to detect the long-term and short-term topics and keywords, which
were then validated with real weblog entry collections [8]. On evaluating the
suitable methods of ranking term significance in an evolving RSS feed corpus,
three statistical feature selection methods were implemented: χ2, Mutual Infor-
mation (MI ) and Information Gain (I ), and the conclusion was that χ2 method
seems to be the best among all, but full human classification exercise would be
required to further evaluate such method [14]. A probabilistic approach based
on PLSA was proposed in [10] to extract common themes from blogs, and also
generate the theme life cycle for each given location and the theme snapshots for
each given time period. PLSA has also been previously used for weblog search
and mining of corporate blogs [16].

Our work differs from existing studies in two respects: (1) We focus on cyber
security weblog entries which has not been studied before in the context of
intelligence analysis (2) We have used probabilistic models to extract popular
keywords for each topic in order to detect themes and trends in cyber threats
and terrorism events.

3 Latent Semantic Models

This section reviews the latent semantic models used for this work, which involve
latent sematic analysis and extending probabilistic latent semantic analysis for
topic detection in weblogs.
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3.1 Latent Semantic Analysis

Latent Semantic Analysis (LSA) [4] is a well-known technique for information
retrieval and document classification. LSA solves two fundamental problems in
natural language processing: synonymy and polysemy:

– In synonymy, different words may have the same meaning. Thus, a person
issuing a query in a search engine may use a different word from what appears
in a document, and may not retrieve the document.

– In polysemy, the same word can have multiple meanings, so a searcher can
get unwanted documents with the alternate meanings.

LSA solves the problem of lexical matching methods by using statistically
derived conceptual indices instead of individual words for retrieval [2]. LSA uses
a term-document matrix (TDM) which describes patterns of term (word) distri-
bution across a set of documents.

LSA then finds a low-rank approximation which is smaller and less noisy than
the original term-document matrix. The downsizing of the matrix is achieved
through the use of singular value decomposition (SVD), where the set of all the
terms is then represented by a vector space of lower dimensionality than the
total number of terms in the vocabulary. The consequence of the rank lowering
is that some dimensions get “merged”.

In LSA, each element of the n × m term-document matrix reflects the occur-
rence of a particular word in a particular document, i.e.,

A = [aij ], (1)

where aij is the number of times or frequency in which term i appears in docu-
ment j. As each word will not usually appear in every document, the matrix A
is typically sparse with rarely any noticeable nonzero structure [2].

The matrix A is then factored into the product of three matrices using SVD.
Given a matrix A, where rank(A) = r, the SVD of A is defined as:

A = USVT . (2)

The columns of U and V are referred to as the left and right singular vectors,
respectively, and the singular values of A are the diagonal elements of S, or the
nonnegative square roots of the n eigenvalues of AAT .

As defined by Equation (2), the SVD is used to represent the original rela-
tionships among terms and documents as sets of linearly-independent vectors.
Performing truncated SVD by using the k -largest singular values and correspond-
ing singular vectors, the original TDM can be reduced to a smaller collection of
vectors in k -space for conceptual query processing [2].

3.2 Probabilistic Latent Semantic Analysis for Weblog Mining

Probabilistic Latent Semantic Analysis (PLSA) [9] is based on a generative prob-
abilistic model that stems from a statistical approach to LSA [4]. PLSA is able to
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capture the polysemy and synonymy in text for applications in the information
retrieval domain. Similar to LSA, PLSA uses a term-document matrix which
describes patterns of term (word) distribution across a set of documents (blog
entries). By implementing PLSA, topics are generated from the blog entries,
where each topic produces a list of word usage, using the maximum likelihood
estimation method, the expectation maximization (EM) algorithm.

The starting point for PLSA is the aspect model [9]. The aspect model is
a latent variable model for co-occurrence data associating an unobserved class
variable zk ∈ {z1, . . . , zk} with each observation, an observation being the oc-
currence of a keyword in a particular blog entry. There are three probabilities
used in PLSA:

1. P (bi) denotes the probability that a keyword occurrence will be observed in
a particular blog entry bi,

2. P (wj |zk) denotes the class-conditional probability of a specific keyword con-
ditioned on the unobserved class variable zk,

3. P (zk|di) denotes a blog-specific probability distribution over the latent vari-
able space.

In the collection, the probability of each blog and the probability of each
keyword are known, while the probability of an aspect given a blog and the
probability of a keyword given an aspect are unknown. By using the above three
probabilities and conditions, three fundamental schemes are implemented:

1. select a blog entry bi with probability P (bi),
2. pick a latent class zk with probability P (zk|bi),
3. generate a keyword wj with probability P (wj |zk).

As a result, a joint probability model is obtained in asymmetric parameteri-
zation:

P (bi, wj) = P (bi)P (wj |bi), (3)

P (wj |bi) =
K∑

k=1

P (wj |zk)P (zk|bi) (4)

After the aspect model is generated, the model is fitted using the EM algo-
rithm. The EM algorithm involves two steps, namely the expectation (E) step
and the maximization (M) step. The E-step computes the posterior probability
for the latent variable, by implying Bayes’ formula, so the parameterization of
joint probability model is obtained as:

P (zk|bi, wj) =
P (wj |zk)P (zk|bi)∑K
l=1 P (wj |zl)P (zl|bi)

(5)
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The M-step updates the parameters based on the expected complete data
log-likelihood depending on the posterior probability resulted from the E-step.
Hence the M-step re-estimates the following two probabilities:

P (wj |zk) =
∑N

i=1 n(bi, wj)P (zk|bi, wj)∑M
m=1

∑N
i=1 n(bi, wm)P (zk|bi, wm)

(6)

P (zk|bi) =

∑M
j=1 n(bi, wj)P (zk|bi, wj)

n(bi)
(7)

The EM iteration is continued to increase the likelihood function until the
specific conditions are met and the program is terminated. These conditions can
be a convergence condition, or a cut-off point, which is specified for reaching a
local maximum, rather than a global maximum.

In short, the PLSA model selects the model parameter values that maximize
the probability of the observed data, and returns the relevant probability dis-
tributions by implying the EM algorithm. Word usage analysis with the aspect
model is a common application of the aspect model. Based on the pre-processed
term-document matrix, the blogs are then classified onto different aspects or
topics. For each aspect, the keyword usage, such as the probable words in the
class-conditional distribution P (wj |zk), is determined. Empirical results indi-
cate the advantages of PLSA in reducing perplexity, and high performance of
precision and recall in information retrieval [9].

4 Experiments and Results

We have used latent semantic models to analyze weblogs related to cyber security
threats and incidents, and applied probabilistic models for weblog analysis on
our dataset. Dimensionality reduction was performed with latent semantic anal-
ysis to show the similarity plot of weblog terms. We extract the most relevant
categories and show the topics extracted for each category. Experiments show
that the probabilistic model can reveal interesting patterns in the underlying
topics for our dataset of security-related weblogs.

4.1 Data Corpus

For our experiments, we extracted a subset of the Nielson BuzzMetrics weblog
data corpus1 that focuses on blogs related to cyber security threats and incidents
related to cyber crime and terrorism. The original dataset consists of 14 million
weblog posts collected by Nielsen BuzzMetrics for May 2006. Although the blog
entries span only a short period of time, they are indicative of the amount and
variety of blog posts that exists in different languages throughout the world.

Blog entries in the English language related to cyber security threats such as
malware, cyber crime, and terrorism were extracted and stored for use in our
analysis. Figure 1 shows an excerpt of a weblog post related to cyber blackmail.
1 http://www.icwsm.org/data.html
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—————————————————————————————————————–
Cyber blackmail is on the increase ... Criminal gangs have moved away from the stealth
use of infected computers ... to direct blackmailing of victims. ... Cyber blackmailing
is done ... by encrypting data or by corrupting system information. The criminal then
demands a ransom for its return to the victim. ...
—————————————————————————————————————–

Fig. 1. Excerpt of weblog post related to cyber blackmail and ransom

There are a total of 5493 entries in our dataset, and each weblog entry is saved
as a text file for further text preprocessing. For the preprocessing of the blog
data, HTML tags were removed and lexical analysis was performed by removing
stopwords, stemming, and pruning using the Text to Matrix Generator (TMG)
[20]. The total number of terms after pruning and stopword removal is 797. The
term-document matrix was then input to the LSA and PLSA algorithms.

4.2 Semantic Detection of Terms

We used the LSA model [4] for analyzing semantic detection of terms, as LSA is
able to consider weblog entries with similar words which are semantically close.
The results of applying LSA on this term-document matrix (with k=2) is shown
in Figure 2.

The plot shows the similarity in two-dimensional space of the terms in the
weblog entries. Although many terms are not visible because of the large number
of words, there are a few groupings evident from the graph. Some of the visible
terms include the grouping of spyware, malware, and software at the top center
of the plot. Another group visible at the right include Iraq, war, Bush, and
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Fig. 2. Two-dimensional plot of terms for weblog entries using LSA
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Fig. 3. Zoomed-in graph of Figure 2

American. Yet another grouping include the terms death, prison, and life at the
bottom of the graph. Zooming into the large cluster from Figure 2, Figure 3 shows
a subset of the big cluster of keywords. A larger group of keywords (spyware,
malware, software, data, user, window, privacy, spy, domestic) can be identified,
thus showing the ability descend through a hierarchical grouping of keywords.
The implications of the graphs demonstrate the possibility to visualize closely-
related terms in two-dimensional space. Although the two-dimensional graphs
may be an over-simplification of the dimensionality reduction that takes place,
the plot can help to visualize the terms and relate to the topics produced for the
weblogs.

4.3 Results for Weblog Topic Analysis

We conducted some experiments using PLSA for the weblog entries. Tables 1-4
summarizes the keywords found for each of the four topics (Computer Security,
Osama bin Laden, Iraq War, and US National Security).

By looking at the various topics listed, we are able to see that the probabilis-
tic approach is able to list important keywords of each topic in a quantitative
fashion. The keywords listed can relate back to the original topics. For example,
the keywords detected in the Computer Security topic features items such as
computers, spyware, software, and internet.

Figure 4 shows the graph of the topic-document distribution of the weblog
entries by date. Some of the topics have a higher density of documents distributed
around certain dates. This can be used to match certain events in each topic to
the weblog entries. For example, the heavy clustering of documents for Topic
4 (US National Security) indicate that there was an increase on the weblog
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Table 1. List of keywords for Topic 1:
Computer Security

Keyword Probability
comput 0.023716
malwar 0.020509
spywar 0.018047
softwar 0.014650
secur 0.014257

window 0.013527
internet 0.013436

http 0.013266
web 0.012022
user 0.011651

Table 2. List of keywords for Topic 2:
Osama bin Laden

Keyword Probability
moussaoui 0.0170900

don 0.0083916
life 0.0083244
bin 0.0079485

laden 0.0078515
osama 0.0074730
prison 0.0074594
peopl 0.0064921
death 0.0063618
god 0.0061734

Table 3. List of keywords for Topic 3:
Iraq War

Keyword Probability
iraq 0.0134810
war 0.0089393
islam 0.0087796

zarqawi 0.0086076
militari 0.0073831
muslim 0.0073576

afghanistan 0.0072725
iran 0.0070231
qaeda 0.0069711
iraqi 0.0065779

Table 4. List of keywords for Topic 4: US
National Security

Keyword Probability
nsa 0.0142720
bush 0.0127100
phone 0.0121350

program 0.0099155
presid 0.0098480
cia 0.0093545

american 0.0088027
record 0.0086708
call 0.0086591

administr 0.0084607

conversations in this topic around the middle of May 2006. This can be due to
US President Bush’s comment on May 11, 2006 about a USA Today report on
a massive NSA database that collects information about all phone calls made
within the United States [5]. This is one example of an event that can trigger
much conversation in the blogosphere.

For the topic of Computer Security, we further decompose into separate
subtopics, two of which are shown in Tables 5-6. Malware, which includes com-
puter viruses, worms, trojan horses, spyware, adware, and other malicious soft-
ware, is the topic derived from examining the keywords in Subtopic 1. Subtopic
2 is classified as Macintosh, and reflects the increasing reports of cyber attacks
affecting Macintosh computers. Therefore, we can classify and decompose the
topics into a hierarchy of subtopics, which may be useful for examining larger
data sets.

The power of PLSA in cyber security applications include the ability to au-
tomatically detect terms and keywords related to cyber security threats and
terror events. By presenting blogs with measurable keywords, we can improve
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Table 5. List of keywords for Subtopic 1:
Malware

Keyword Probability
spywar 0.0174610
trojan 0.0117580
adwar 0.0092120
scan 0.0088160
anti 0.0087841
free 0.0074914

spybot 0.0074895
remov 0.0072834

download 0.0069242
viru 0.0068496

Table 6. List of keywords for Subtopic 2:
Macintosh

Keyword Probability
mac 0.0078348
secur 0.0056874
appl 0.0054443

microsoft 0.0041262
attack 0.0041169
system 0.0039921
report 0.0037533
cyber 0.0037227
crime 0.0036151
comput 0.0035352

our understanding of cyber security issues in terms of distribution and trends of
current threats and events. This has implications for security agencies wishing
to monitor real-time threats present in weblogs or other related documents.

5 Conclusions

In this paper, we analyzed weblog posts for various categories of cyber security
threats related to the detection of cyber security threats, cyber crime, and cyber
terrorism. To our knowledge, is the first such study focusing on cyber security
weblogs. We use latent semantic analysis to illustrate similarities in terms dis-
tributed across all the terms in the weblog dataset. Our experiments on our
dataset of weblogs demonstrate how our probabilistic weblog model can present
the blogosphere in terms of topics with measurable keywords, hence tracking
popular conversations and topics in the blogosphere. By applying a probabilistic
approach, we can improve information retrieval in weblog search and keywords
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detection, and provide an analytical foundation for the future of security intel-
ligence analysis of weblogs.

Potential applications of this stream of research may include automatically
monitoring and identifying trends in cyber terror and security threats in weblogs.
This can have some significance for government and intelligence agencies wishing
to monitor real-time potential international terror threats present in weblog
conversations and the blogosphere.
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Abstract. As witnessed in many recent disastrous events, emergency
management is becoming more and more important to prevent hazards,
plan for actions, quickly respond to minimize losses, and to recover from
damages. In this paper, we propose the complete higher-order Voronoi di-
agram based emergency management system for what-if analysis which
is particularly useful in highly dynamic environments. This system is
based on a unified order-k Delaunay triangle data structure which sup-
ports various topological and regional queries, and what-if analysis. The
proposed system encompasses: 1) what-if scenarios when new changes
are dynamically updated; 2) what-if scenarios when order-k generators
(disasters or professional bodies) or their territorial regions are of in-
terest; (3) what-if scenarios when ordered order-k generators or their
territorial regions are of interest; 4) what-if scenarios when k-th nearest
generators or their territorial regions are of interest; 5) what-if scenarios
with mixtures of the above.

1 Introduction

As witnessed in many recent catastrophes, intelligent emergency management
is becoming an increasingly important issue for our health and safety. Never-
ending natural hazards are constantly occurring and highly devastating man-
made threats are frequently happening. Our daily life has been endangered by
these disastrous activities and intelligent emergency management systems are
in great demand. Timely and effective emergency management can reduce hu-
man casualties, structural damages, prevent secondary disasters, and minimizes
economic losses and social disruption [1].

Geographic Information Systems (GIS) have been one of the popular tools and
have been widely used in various aspects of emergency management [2,3,4,5,6,7].
They support features such as data capturing, structuring, preprocessing, map-
ping, visualization, and also zonal and focal analysis. However, most of them are
limited to producing cartographic mappings, basic simulations and visualization
rather than emergency planning, preparedness and predictive modelling [8]. One
of the intrinsic properties of disastrous activities is of their inherent dynamic na-
ture. They are active and unpredictable. What-if analysis for various scenarios
is of great importance to the understanding of their dynamics and to emer-
gency planning. For instance, in a situation where several professional bodies

C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 58–69, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



What-if Emergency Management System 59

are required to collaborate to recover damaged areas to minimize losses when a
disaster occurs, government agencies would be interested in which area is cov-
ered by a certain set of professional bodies, how many bodies must be involved
in the recovery, what happens when the first few nearest bodies are engaged in
other disaster recoveries and so forth.

Current GIS provide limited functions enabling what-if analysis, and thus
computer software simulating various scenarios for what-if analysis is in great
demand [8,9]. There exist several emergency management simulators [1,10,11,12].
They provide tools to model movement and behavior of people, and help people
systematically respond when a disaster occurs. However, they fail to provide a
general purpose what-if analysis toolbox handling various scenarios for timely
and well-informed decision makings in highly dynamic environments.

What-if analysis is exploratory and interactive [13]. It explores scenarios as
soon as changes are suggested. Thus, a computer system providing what-if anal-
ysis is typically equipped with a data structure supporting fast local updates
and consistent spatial tessellations. The Voronoi diagram and its dual Delau-
nay triangulation provide a robust framework for exploring various scenarios for
what-if analysis, and have been widely applied to many aspects of geospatial
analysis [14]. The Voronoi diagram provides consistent natural neighboring in-
formation overcoming the inconsistent modelling of traditional raster and vector
models [15]. Its dual triangulation provides a robust data structure framework
for dynamic local updates. In addition, there exist many generalizations on the
Voronoi diagram supporting what-if analysis. Several attempts [9,13] have been
made to employ the flexibility (generalizability) of Voronoi tessellation for what-
if analysis. However, they are limited to certain environments requiring extreme
and confined generalizations, and as such are not general enough to cover various
scenarios for managing emergencies in highly dynamic environments.

In this paper, we propose a generalized Voronoi diagrams based emergency
management system for what-if analysis particularly useful in highly dynamic
environments. It builds a unified order-k Delaunay triangle data structure from
which users can derive the complete order-k Voronoi diagrams, the complete
ordered order-k Voronoi diagrams and the complete k-th nearest Voronoi dia-
grams. Note that emergency planning and recovery are based on the scale of
the disaster. These generalized Voronoi diagrams provide useful information to
situations where more than k professional bodies are required to get involved
in a recovery. The proposed system supports: 1) what-if scenarios when new
changes (disasters or professional bodies) are dynamically updated; 2) what-if
scenarios when order-k generators or their Voronoi regions are of interest; (3)
what-if scenarios when ordered order-k generators or their Voronoi regions are
of interest; 4) what-if scenarios when k-th nearest generators or their Voronoi
regions are of interest; 5) what-if scenarios with mixtures of the above.

The rest of paper is organized as follows. Section 2 defines the higher or-
der Voronoi diagrams and k-th nearest Voronoi diagram. It also investigates
their interrelationships and algorithmic procedures. Section 3 discusses the work-
ing principle of our proposed system. It provides an algorithmic procedure of

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



60 I. Lee et al.

Voronoi-based what-if emergency management system, and explores its capabil-
ities. Section 4 draws concluding remarks.

2 Modelling with Generalized Voronoi Diagrams

The ordinary Voronoi diagram of a set P = {p1, p2, . . . , pn} of generators in a
study region S tessellates it into mutually exclusive and collectively exhaustive
regions. Each region has a generator closest to it. This geospatial tessellation
provides natural neighbor relations that are crucial for many topological queries
in geospatial modelling and analysis, whilst its dual graph, the Delaunay trian-
gulation, provides a robust framework for structural arrangements of the Voronoi
diagram. This geospatial tessellation has many generalizations and this flexibil-
ity provides a robust framework for what-if and what-happens modelling and
analysis [9]. Higher order Voronoi diagrams are natural and useful generaliza-
tions of the ordinary Voronoi diagram for more than one generator [14]. They
provide tessellations where each region has the same k (ordered or unordered)
closest sites for a given k. These tessellations are useful for situations where more
than one location of interest are not functioning properly (engaged, busy, closed
or fully scheduled) or several locations are required to work together.

The order-k Voronoi diagram V(k) is a set of all order-k Voronoi regions
V(k) = {V (P (k)

1 ), . . . , V (P (k)
n )}, where the order-k Voronoi region V (P (k)

i ) for
a random subset P

(k)
i consisting of k points out of P is defined as follows:

V (P (k)
i ) = {p| argmax

pr∈P
(k)
i

d(p, pr) ≤ argmin
ps∈P\P

(k)
i

d(p, ps)}. (1)

In V(k), k generators are not ordered, however in some emergency management
situations an ordered set would be of interest. This ordered set can be mod-
elled by the ordered order-k Voronoi diagram V<k>. It is defined as V<k> =
{V (P<k>

1 ), . . . , V (P<k>
n )}, where the ordered order-k Voronoi region V (P<k>

i )
is defined as

V (P<k>
i ) = {p|d(p, pi1) ≤ . . . ≤ d(p, pik) ≤ d(p, pj), pj ∈ P\{pi1, . . . , pik}}.

(2)
One generalized variant of the ordinary Voronoi diagram similar to V(k) is the k-
th nearest Voronoi diagram. This is particularly useful when users are interested
in only k-th nearest region. The k-th nearest Voronoi diagram V [k] is a set of
all k-th nearest Voronoi regions V [k] = {V [k](p1), . . . , V [k](pn)}, where the k-th
nearest Voronoi region V [k](pi) is defined as

V [k](pi) = {p|d(p, pi) ≤ d(p, pj), pj ∈ P\{k nearest points to pi}}. (3)

Several algorithmic approaches [16,17,18,19] have been proposed to efficiently
compute higher order diagrams in the computational geometry community.
Dehne [18] proposed an O(n4) time algorithm that constructs the complete V(k).
Several other attempts [16,17,19] have been made to improve the computational
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time requirement of Dehne’s algorithm. The best known algorithm for the order-
k Voronoi diagram is O(k(n − k) log n + n log3 n) [20]. Thus, the complete V(k)

requires O(k2(n − k) log n + kn log3 n) time.
Our system builds a unified Delaunay triangle data structure that enables us

to derive the complete V(k), V<k> and V [k] for various what-if analysis. The De-
launay triangle based data structure well supports various geospatial topological
queries including natural neighbor and region queries. We implement V(k) based
on Dehne’s algorithm and extend it to include the complete V<k> and V [k] based
on the fact that V<k> =

⋃
V(k) and V [k] = V(k−1) ∪ V(k).

3 Voronoi-Based What-if Emergency Management
System

3.1 Complete Order-k Delaunay Triangle Data Structure

A flexible data structure supporting multiple models for diverse what-if scenar-
ios is a must for highly dynamic emergency management systems. The data
structure needs to efficiently support rapid transits from model to model, and
effectively manage various models. Our proposed system is based on a unified
triangle based data structure that robustly supports all V(k), V<k> and V [k].
The unified data structure stores all order-k Delaunay triangles to efficiently
support the complete V(k), V<k> and V [k] spontaneously. Table 1 depicts the
complete order-k Delaunay triangle data structure. It stores the complete order-k

Table 1. Complete order-k Delaunay triangle data structure

Order-k Delaunay triangle � Inpoint

Order-0 Delaunay triangle �papbpc ∅
. . . ∅

Order-1 Delaunay triangle �pipjpk p ∈ P

. . . . . .

. . . . . .

Order-(n − 3) Delaunay triangle �pqprps P \ {pq, pr, ps}
. . . . . .

Delaunay triangles and consists of two fields: order-k triangle and inpoints. Here,
a triangle �plpmpn becomes an order-k triangle if its circumcircle contains k
other points (inpoints) within it. For instance, the lowest degree triangles, order-
0 Delaunay triangles, do not contain any other points within their circumcircles
whilst the highest degree triangles, order-(n − 3) triangles, contain all points in
P except three points forming the triangles. An algorithmic procedure of our
system based on this data structure is described in the following subsection.
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3.2 Algorithm and Analysis

Our system takes a set P of generators as an input and builds a unified order-k
Delaunay triangle data structure from which the complete V(k), V<k> and V [k]

can be derived. The pseudo-code of our proposed system is as follows.

Algorithm. Voronoi-based What-if Emergency Management System
Input: A set P = {p1, p2, . . . , pn} of generators;
Output: Unified order-k Delaunay triangle data structure (DS), and

complete V(k), V<k> and V [k];
1) begin
2) DS ⇐ BulkLoad(P );
3) DrawDiagrams(DS);
4) do

5)
{

DS ⇐ DynamicUpdate(p);
Retrieve(p);

6) DrawDiagrams(DS);
7) while the user exits;
8) Save(DS);
9) end

Initially, BulkLoad(P ) loads a dataset and builds DS to begin with. This step
builds an entire set of order-k Delaunay triangles as a unified data structure for
the complete V(k), V<k> and V [k]. Since every possible triangle �pipjpk needs
to be tested for which order-k triangle it belongs to, this step requires O(n4)
time. In the next step, DrawDiagrams(DS) derives and draws V(k) and V<k>

(for 1 ≤ k ≤ n − 1), and V [k] (for 1 ≤ k ≤ n) at the user’s choice of k. Note
that, multiple k can be chosen in multiple windows. This step implements [18]
for the derivation of the complete V(k) from DS. Our system derives V<k> from
V<k> =

⋃
V(k) whilst it derives V [k] from V [k] = V(k−1) ∪ V(k).

In Step 5), users can have two different modes: edit and retrieval. In edit
mode (DynamicUpdate(p)), users can either add a new generator p or remove it
from P . This update consists of two substeps. First it needs to go though every
order-k triangle in DS to check if its circumcircle contains p or not. If it does,
then it is marked as an order-(k + 1) triangle, otherwise it is left unchanged.
Second, the dynamic update step will create new order-k triangles �pipjp with
pi, pj ∈ P . Deletion is implemented in a similar way. Both substeps require
O(n3), thus DynamicUpdate(p)) requires cubic time. In retrieval mode, users
are able to retrieve topological information for a given location p (mouse click)
from the complete V(k), V<k> and V [k]. Retrievable topological information in-
cludes ordered and unordered k-nearest neighbors to p, Voronoi regions (V (k)(p),
V <k>(p) and V [k](p)) and their perimeters and areas, and their topologically ad-
jacent Voronoi neighbors. Step 6 requires O(n3) time, thus our proposed system
requires O(n4) time.

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



What-if Emergency Management System 63

(a) (b) (c)

(d) (e) (f)

Fig. 1. 2nd Nearest Voronoi diagrams with dynamic updates: 2 ≤ |P | ≤ 7

3.3 What-if with Dynamic Updates

Dynamic updates (Step 5 of the algorithm in Section 3.2) allow users to explore
what-if scenarios to help them make prompt decisions in constantly changing envi-
ronments. Figure 1 depicts V [2] when P varies from {p3, p4} to {p3, p4, p5, p6, p7}.
Shaded Voronoi regions are highlighted regions when a location is mouse clicked
(shown in Fig. 1(a)) in retrieval mode. Also, their corresponding 2nd nearest gen-
erators are highlighted in green. A series of dynamic updates shown in Fig. 1 is
particularly useful for planning in highly active environments as the interactiv-
ity allows the planner to visually inspect and make decisions based on an easily
digested representation. Let us consider an evacuation management system, and
assume P represents a set of evacuation places and the clicked location is of the
user’s interest. Figure 1 shows the second nearest evacuation place and its terri-
tories from the clicked location as the number of evacuation places vary. This is
of particular interest when the first evacuation place is fully booked or roads to it
are not accessible. Hence we can determine and visualize very quickly alternative
evacuation plans as our environmental factors come into play.

3.4 What-if with Homogeneous Voronoi Diagrams

In many emergency management situations, several professional bodies are re-
quired to cooperate to aid with recovery and restoration. This is particularly the
case when disasters are severe, meaning rapid action is essential to minimize the
damage. For example, many different fire departments may need to work together
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(a) (b) (c)

(d) (e) (f)

Fig. 2. The complete order-k Voronoi diagrams with |P | = 7: (a)V(1); (b)V(2); (c)V(3);
(d)V(4); (e)V(5); (f)V(6)

to extinguish a large forest fire. Figure 2 shows the complete V(k) with the same
P as in Fig. 1(f). Highlighted points and regions are order-k neighbors and their
corresponding Voronoi regions when the same point as in Fig. 1(a) is clicked. If
we assume that a forest fire starts in the clicked location, then this figure provides
answers to questions such as which k professional bodies must be involved in the
recovery or what are their Voronoi regions. In this particular example, the order-3
Voronoi region of the clicked location gives the smallest area.

3.5 What-if with Dynamic Updates in Heterogeneous Voronoi
Diagrams

Emergency management systems must be able to handle complex and unpre-
dictable environments. A combination of dynamic updates and order-k Voronoi
diagrams, the ordered order-k Voronoi diagrams and the k-th nearest Voronoi di-
agrams can be used to explore these complex what-if scenarios. Figure 3 depicts
such scenarios.

3.6 What-if Emergency Management with Real Datasets

This section examines the complete V(k), V<k> and V [k] of real datasets from 217
urban suburbs of Brisbane, the capital city of Queensland, Australia. The study
region is highly dynamic and active. It continues to experience significant and
sustained population growth and various criminal activities [21]. Figure 4 shows
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(a) (b) (c)

(d) (e) (f)

Fig. 3. V(4), V<4> and V [4] of P = {p3, . . . , p8} and those of P̂ = P ∪{p9}: (a)V(P (4));
(b)V(P <4>); (c)V(P [4]); (d)V(P̂ (4)); (e)V(P̂ <4>); (f)V(P̂ [4])

a dataset within the study region and various Voronoi diagrams. Figure 4(a)
depicts 25 murder incidents (red crosses) that occurred in the study region in
the year of 1998 with two police departments (blue houses).

Scenario 1
Assumption: Each police department is involved in the same number (k) of
nearest crime investigations.
Task: Covering all the crimes with the introduction of an additional department
within the study region while minimizing k.

This scenario is of particular interest when crime incidents are excessive to
deal with, and each police station has limited resources (policemen and patrol
cars etc) thus are unable to handle all existing crime incidents. The complete
order-k V(k) provides a solution to this scenario. Users need to explore the entire
spectrum of order-k V(k) to find a large enough k covering P ′ ⊂ P and leav-
ing P − P ′ to be covered by the additional department. Figure 4(b) shows the
V(P (10)). Here, V (10) of two police departments are green shaded and their 10
nearest murder incidents are highlighted in thick black crosses. Note that, some
murder incidents are covered by both departments’ 10 nearest crime incidents.
In this case, both police departments will cooperate in the investigation. There
are 11 incidents not covered by either department when k is 10. These uncovered
incidents are scattered around the study region and we cannot easily spot a can-
didate location within the study region for the additional police department that
will cover the other incidents. Figure 4(c) shows the V(P (15)) where each police
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(a) (b)

(c) (d)

Fig. 4. A set P of murder incidents that occurred in 1998 and 2 police departments in
217 urban suburbs of Brisbane, Australia (|P | = 25): (a) The study region with P and
2 police departments; (b) V(P (10)); (c) V(P (15)); V(P (17))

department investigates 15 murder incidents at the same time. In this case, 7
murder cases are left uncovered with 2 cases in the north, 2 in the east and 3
in the south. An order-15 Voronoi region shaded in yellow in the eastern part
of Fig. 4(c) covers the 7 remaining incidents. However, this region falls outside
of the study region. Figure 4(d) shows the V(P (17)) which does not improve the
coverage of existing police departments. There are still 7 incidents uncovered.
However, there exists a V (P (17)) (shaded in yellow) which covers the 7 remaining
incidents and falls within the study region. This suggests that the minimum k
would be 17 and the possible location of the additional department would be the
intersection area of the study region and the yellow shaded V (P (17)) as shown
in Fig. 4(d).

Scenario 2
Assumption: Each department investigates incidents in the following order:
the nearest murder first, the second next and so on so forth up to k.
Task: Relocating police departments without affecting the order of k
investigations.
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(a) (b)

Fig. 5. Ordered order-k and k-th nearest Voronoi diagrams of P : (a) V(P <3>); (b)
V(P [25])

This scenario is particularly useful when locations of target interest (police
stations in this example) are constantly changing. This task can be modelled by
the ordered order-k Voronoi diagrams. Figure 5(a) shows V(P<k>) when k is
3. The shaded Voronoi regions represent areas where police stations can move
around without affecting the order of investigations.

Scenario 3
Assumption: Families of murder victims want to relocate to another place
within the study region.
Task: Relocating family of murder victim to another place within the study
region having the corresponding murder case as the k-the nearest.

Murder is one of the worst crime types and families of murder victims may
want to move to a new location to start a new life away from the constant re-
minders of the criminal act. In this case, they may want to move as far away as
possible from their corresponding incident(s). Here we consider a family moving
within the defined geographical boundaries. Note that, V(P<k>) becomes the
farthest Voronoi diagram when k = |P |. Thus, this scenario can be modelled by
the k-th nearest Voronoi diagram. Figure 5(b) shows V(P<25>). The shaded ar-
eas are suburbs where the family of the murdered individual could move to, con-
sidering that the incident is at the southern part of the study region (marked +)
hence they can relocate having the incident as the farthest point in the study
region. This type of planning could speed up the time taken for individuals and
families to integrate back into their communities.

4 Final Remarks

In this paper, we introduce a robust framework for what-if emergency man-
agement systems. It enables the user to explore the complete order-k, ordered
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order-k and k-th nearest Voronoi diagrams that provide on-the-fly information
for various what-if scenarios. We present several scenarios for how it can be used
for various stages of emergency management. Undoubtedly, it can be used for
the four phases (mitigation, preparedness, response and recovery) of emergency
management [22]. It needs to build a unified order-k Delaunay triangle data
structure to start with. Once constructed, it can process various topological and
region queries in diverse situations, and support dynamic updates for interactive
emergency analysis.

Our system can be extended to include more what-if scenarios in parallel with
other Voronoi diagram generalizations. In some situations, professional bodies or
disasters may have different weights (resources, impacts or damages). These can
be modelled by weighted Voronoi diagrams. In some evacuation situations, the
“crow-flies-distance” may not be the right choice since obstacles may block roads
to evacuation places and simply roads are not straight. The constrained Delaunay
triangulation seems to be a solid candidate for these scenarios. A further study
is required to extend our data structure to handle all these scenarios.
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Abstract. Under the difficult circumstances such as catastrophic terror-
ism, emergency rescue and assistance planning (ERAP) always involves
complex sets of objectives and constraints. We propose a multi-agent
constraint programming framework which is aimed to tackling com-
plex operations problems during the emergency response processes. The
framework employs the component-based agent model to support ERAP
problem specification, solving, composition/decomposition, feedback and
dynamic control. A typical emergency response system is composed of
seven types of top-level agents, which are further composed of sub-agents
at lower levels of granularity. In particular, agents that play key roles in
task control and problem solving are based on asynchronous team (A-
Team) in which sub-agents share a population and evolve an optimized
set of solutions. A case study is presented to illustrate our approach.

1 Introduction

An integrated emergency response system is a decision support system that sup-
ports the emergency manager in planning, coordinating, and implementing res-
cue and assistance and other support operations during the response processes.
Due to the increasing threats including terrorism, infectious diseases, catastro-
phes and war, today’s emergency rescue and assistance planning (ERAP) not
only involves more and more complex sets of objectives and constraints, but also
needs to take multi-incident [1] and dynamic functionalities (including real-time
monitoring and coordination, resource redeployment, etc.) into consideration.

Despite this, most researches on emergency response systems (e.g., [2,3,4,5])
still focus on the narrow use of single approaches such as expert conversation,
mathematical programming, case based reasoning (CBR) and rule based rea-
soning (RBR), which have serious limitations in defining weights, expressing
relationships and tradeoffs between the objectives, and changing the relative im-
portance of different objectives [6] for ERAP problems, and typically result in a
large monolithic model that is difficult to solve, understand, and maintain.
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Constraint programming is a widely used paradigm for declarative description
and effective solving of constraint satisfaction problems (CSP) especially in ar-
eas of planning and scheduling [7]. In recent years, constraint programming has
integrated many artificial intelligence (AI) techniques to enhance its capability
to represent and automatically enforce diverse and complex constraints inherent
in real-world applications [8]. Focusing on developing a method that allows each
agent to be specialized to a single constraint or objective, [9] proposes the asyn-
chronous team (A-Team), in which individual agents exchange results to produce
a set of non-dominated solutions that show the tradeoffs between objectives, and
evolve a population of solutions towards a Pareto-optimal frontier.

The paper proposes a multi-agent constraint programming framework which
is aimed to tackling complex ERAP operations problems during the emergency
response processes. It employs a component-based agent model which consists
of seven types of top-level agents, and the agents that play key roles in response
programming and planning are further composed of asynchronous teams of sub-
agents. Section 2 briefly introduces the preliminary of the A-Team, sufficient
to understand the paper. Section 3 describes the fundamental architecture of
the framework in detail. Section 4 presents a case study of problem-solving that
addresses a chemical emergency. Section 5 concludes with some discussion.

2 A-Team

An A-Team consists of a population of candidate solutions and multiple problem
solving methods (agents). It enables us to easily combine disparate problem
solving strategies, each in the form of an agent, and enables these agents to
cooperate to improve the quality and diversity of the resulting solutions [10].
Agents in an A-Team are composed of the following four components that enable
them to participate into the teams and assist in the population evolution:

– A requester that requests notification of system events and determines if the
agent has become relevant to the current situation.

– A selector that picks zero or more solutions as input to the optimization
operator.

– An operator that runs and produces zero or more result solutions and passes
them to the distributor.

– A distributor that filters the results and adds them to the output population.

The selection of agents to run and some of the algorithms used by the agents
are probabilistic. The key to getting good results is to select a divers set of
algorithms and to run the A-Team until the marginal rate of improvement falls
below a threshold or the available time has been exhausted. Although the results
can not be guaranteed theoretically, empirical results suggest that this approach
produces [6].

The A-Team initially proposed in [9] just defines four types of agents, and is
subject to special limitations such as inefficient heuristics and insufficient infor-
mation about tradeoffs between the objectives and constraints. In [11] we extend

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



72 Y. Zheng, J. Wang, and J. Xue

the A-Team by adding CSP-specific agents, explicitly defining solution states and
their transition rules, and enabling solution decomposition/composition in the
framework, and therefore improve its modularity, scalability, and effectiveness
for constraint programming significantly.

3 Architecture

Our framework employs the component-based agent model [12,13] to support
specification, solving, composition/decomposition, feedback and dynamic control
of ERAP problems. That is, an emergency response system can be constructed
by composing a group of top-level agents, which are further composed of sub-
agents at lower levels of granularity. Sub-agents can be further divided into
lower levels, and new agents can be integrated into the framework at different
levels of granularity. Agents, sub-agents and agent components can be optional
and distributed across the networks including WAN, LAN, PAN, and BAN. As
shown in Fig. 1, a typical emergency response system consists of the following
seven types of top-level agents:

– Receivers : the agents that receive ERAP tasks from the command center or
other information systems.

– Decision-Makers : the agents that analyze the tasks and generate ERAP
solutions to support the emergency manager.

– Senders : the agents that assign sub-tasks to appropriate emergency respon-
ders (including human and other software systems/agents).

– Solvers : the agents that use hybrid reasoning and/or operations algorithms
to work out concrete ERAP solutions.

– Data-Managers : the agents that manage the database of ERAP-related re-
sources and provide required data for problem-solving.

SenderReceiver Decision-Maker

SolverData-Manager Monitor

Scouter

Fig. 1. Top-level agents in the the fundamental architecture
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– Monitors : the agents that monitor the process of response tasks performed
and receive feedback information from the emergency responders.

– Scouters : the agents that detect the changes of the response environment.

3.1 Decision-Maker Agents

Each Decision-Maker Agent is an A-Team shown in Fig. 2, where all ERAP tasks
assigned are placed in the population, and the following sub-agents cooperate to
generate optimal solutions for the tasks:

– Analyzers : the agents that analyze the tasks assigned, identify task prop-
erties, obtain task-related data through Inquirers, and put the tasks into
the population. They also analyze information provided by Monitors and/or
Scouter, and then modify the relevant task properties.

– Inquirers : the agents that inquire data required by Analyzers from Data-
Managers.

– Updaters : the agents that update data through services of Data-Managers
when tasks consume the resources or environment changes.

– Specializers : the agents that distill and normalize the problems, employ
Solvers to solve them, and return feasible solutions to the population.

– Decomposers : the agents that decompose specific ERAP problems and
transfer the result sub-tasks to Senders.

• • • • • •

Receiver Analyzer

SpecilizerUpdater DecomposerInquirer

Sender

Sender

Population of tasks

Scouter Monitor

Data-
Manager Solver

Fig. 2. The A-Team structure of Decision-Maker agent
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In perspective of a Decision-Maker, an ERAP task in its population has four
states: unactuated, pending, acting, and ended, as shown in Fig. 3. In detail, An
unactuated task is an initial CSP created by the Analyzer. Afterward, different
Specializers try to distill sub-problems with objectives, variables and constraints
fall into their knowledge domains, and find an adequate Solver to solve the
sub-problem. If there is any sub-problem either unsolved or unassigned (by a
Sender) to another Decision-Maker, the task is in its pending state; else all its
sub-solutions (except those assigned out) are synthesized to a full solution which
can be sent to the emergency manager for implementation, and the task becomes
an acting one. When the task is completed or canceled, it is ended and can be
removed from the population by the Analyzer.

Unactuated Pending

Analyzer Specializer

Acting

Solver

Ended

Analyzer

Fig. 3. The state diagram of ERAP tasks in Decision-Maker

3.2 Solver Agents

Each Solver Agent is an A-Team shown in Fig. 4, where all ERAP operations
problems assigned are placed in the population, and the following sub-agents
cooperate to evolve optimal solutions:

– Constructors: the agents that create initial solutions for ERAP problems.
– Improvers : the agents that take existing solutions from the population and

modify them to produce better solutions.

Population of solutions

Decision-Maker Constructor

Destroyer

RelaxerImprover

Fig. 4. The A-Team structure of Solver agent
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– Relaxers : the agents that take infeasible, objective-sensitive, constraint-
sensitive, or over-complicated solutions from the population and relax some
constraints for the problem.

– Destroyers : the agents that remove low quality or redundant solutions from
the population and keep the size of the population in check.

In perspective of a Solver, a CSP solution has five states during its prob-
lem solving process, as illustrated in Fig. 5. First, a ERAP sub-problem (or
a pending solution) is put into the solution population by a Specializer of the
Decision-Maker. A Constructor takes it from the population and tries to work
out an initial concrete solution, whose objective functions will then be contin-
ually improved by Improvers until it becomes an optimal solution1. Here the
global optimization is achieved mainly by constraint propagation [14], feasibility
reasoning and optimality reasoning [15]. Problem-solving and relaxing tactics
are further discussed in the following two subsections.

Pending Concrete

Infeasible Discarded

Constructor

Decision-Maker

Destroyer

Relaxer Improver

Relaxer

Optimal

Fig. 5. The state diagram of ERAP solutions in Solver agents

3.3 Problem Solving Tactics and Predefined Libraries

In a Solver, a Constructor agent is also composed of four sub-agents: Searcher,
Reasoner, Selector, and Algorithm. Dealing with a problem, the Searcher first
searches a most similar solution in the predefined ERAP solution library; if
successfully, the Reasoner then reuses an existing solution or works out a new
solution for the problem by hybrid CBR and RBR [16] and constraint-based
reasoning [17]; else the Selector selects an algorithm from the algorithm library
by estimating the constraint complexity and strength and objective complexity of
the CSP. Constructor then builds or reuses an Algorithm agent that encapsulates
the algorithm to solve the problem.

Figure 6 shows a typical operations algorithm library that we implement for
the framework. It is organized with a taxonomic tree [18], which contains three
top-level tactics including mathematical programming, global search, and local
search. In particular, global search and local search do not always guarantee the
1 concrete and optimal solutions are both feasible solutions, but the latter is non-

dominated, i.e., no feasible solution is better than it in the set in all the objectives.
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……

Mathematical programming 

……

CSP

Integer 
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Dynamic 
programming
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optimal solutions since their main concern is to quickly find an acceptable, sub-
optimal solution for combinatorial problems in reasonable time. Figure 7 gives
the accompanied algorithm selection flowchart for the Selector agents.

If a CSP is identified by the Constructor as unsolvable, or it could not be
solved using applicable algorithms in limited time, the problem is regarded as
having an infeasible solution.

3.4 Solution Relaxing

According to problem characteristics and user preferences, Relaxers may relax
constraints on both infeasible and concrete solutions. In [11] we propose a typical
policy for CSP relaxation, which is summarized as follows:

– When proposing an ERAP problem, the Decision-Maker may explicitly add
a mark RelaxLevel (ranging from 0 to 2) to the pending solution that states
the level of permitted constraint relaxation.

– For an infeasible solution whose RelaxLevel is 1 or 2, the Relaxer heuristi-
cally violates some problem constraints based on the constraint sensitivity
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analysis, increases its RelaxCount, and sends it back to the population. Here
the solution becomes pending.

– For a concrete solution whose RelaxLevel is 2, the Relaxer tries to violate
some problem constraints and tests the result: if slight violation(s) will yield
significant improvement on some objectives, increases its RelaxCount, and
sends it back to the population; otherwise remains the solution unchanged.

– For a concrete solution whose RelaxLevel is 1 and RelaxCount > 0, the Im-
prover tries to remove the constraint violations through iterative repair[19].

– For an infeasible solution whose RelaxLevel is 0, or whose RelaxCount
exceeds a pre-defined limit, the Destroyer removes it from the population,
that is, the solution is discarded.

3.5 Performance Evaluation

Using a simple client-agent-server model and 29 case problems, we conduct a
comparative evaluation for four prototype systems: A implements our framework,
B implements the original A-Team framework [20], C is an object-oriented con-
straint programming system [21], and D a knowledge-based reasoning system.
The experimental result is briefly summarized as follows:

– All cases are resolvable in A and B, but A achieves an average 69% perfor-
mance improvement over B.

– 23 cases are resolvable C, on which A achieves an average 370% improvement
over C.

– Only 6 cases are resolvable in D, though it achieves an average 35% improve-
ment over A.

4 Case Study

To illustrate the agent behavior in our framework, here we present a case study
which comes from the use cases of a chemical emergency response information
system. In this scenario, a terrorism attack causes a chemical fire at the first
target (namely A8), and the emergency manager is requested to send 5 rescue
teams and 150 units of chemical retardants to the scene. As shown in the urban
network of Fig. 8, there are two emergency medical centers (located at H1 and
H2) that have 4 and 8 chemical rescue teams respectively, and two warehouses
(located at S1 and S2) that have 300 and 400 units of retardants respectively.

After receiving the task and querying the related data, the Decision-Maker
creates an initial problem, which is then separated into six sub-CSP by its Spe-
cializers. The objectives of the first four sub-CSP, namely P1, P2, P3 and P4, are
to find shortest paths from H1, H2, S1, and S2 to A8 respectively. The other two
sub-CSP that deal with team and retardant allocation respectively, are defined
in Table 1, where R is the amount of resource required, S the amount supplied,
T the time consumed, c the length of network edges (labeled in the figure), and
constraint C3 sets the maximum time within which the resource must be arrived.
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Fig. 8. The urban transportation network of the problem

Table 1. Allocation sub-problems P5 and P6

CSP P5 P6

ORTHOGONALIZING P1: c11#P1.OBJ(0) P3: c11#P3.OBJ(0)
P2: c12#P2.OBJ(0) P4: c12#P4.OBJ(0)

VARIABLES R = 5, Si, Ti, cij R = 30, Si, Ti, cij

OBJECTIVES MIN: f1 = |R −
∑

i Si| MIN: f1 = |R −
∑

i Si|
MIN: f2 =

∑
i Si × Ti MIN: f2 =

∑
i Si × Ti

CONSTRAINTS C1 : S1 ≤ 4 C1 : S1 ≤ 300
C2 : S2 ≤ 8 C2 : S2 ≤ 400
C3 : MAXi(Ti) ≤ 30 C3 : MAXi(Ti) ≤ 60
C4 : ∀(i)Si ≥ 0 C4 : ∀(i)Si ≥ 0

Although dealing with multi-objective optimizations, it is not very difficult
for Solvers with operations algorithm such as Dijkstra and simplex algorithms
to work out the whole solution as follows:

– P1: MIN-PATH(H1, A8) = 5 (H1 − A7 − A8)
– P2: MIN-PATH(H2, A8) = 11 (H2 − A9 − A8)
– P3: MIN-PATH(S1, A8) = 21 (S1 − A2 − A4 − A6 − A8)
– P4: MIN-PATH(S2, A8) = 22 (S2 − A3 − H1 − A7 − A8)
– P5: MIN-f1 = 0, MIN−f2 = 31 (S1 = 4, S2 = 1)
– P6: MIN-f1 = 0, MIN−f2 = 3150 (S1 = 150, S2 = 0)

Suppose the solution is approved by the emergency manager. When the acting
task is being performed, two other incidents of chemical fire at A9 and A11 are
concurrently reported to the command center: A9 needs 6 rescue teams and 200
units of retardants, and A11 needs 3 rescue teams and 100 units of retardants.

Receiving the new two tasks, the Decision-Maker queries the feedback infor-
mation from the Monitor of the previous task, which shows that one rescue team
has arrived at the scene A8, one on the way from A7 to A8, and the others are
still in preparation, meanwhile the 150 units of retardants is now arrived at A4.
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At the same time, a Scouter reports that the streets from A4 to A6 and from
H1 to A7 are both in heavy traffic jam. That is, the path (A4,A6), (H1,A7), and
(A8,A9), as well as the node A9 are failed in the network, as shown in Fig. 9.

For the new CSP, all its shortest-path sub-problems need to be resolved, and
the resource allocation sub-problems now become much more complicated, as
illustrated in Table 2.

Table 2. Updated allocation sub-problems P16 and P17

CSP P16 P17

ORTHOGONALIZING P1: c11#P1.OBJ(0) P7: c11#P7.OBJ(0)
P2: c12#P2.OBJ(0) P8: c12#P8.OBJ(0)
P3: c13#P3.OBJ(0) P9: c13#P9.OBJ(0)
P4: c21#P4.OBJ(0) P10: c21#P10.OBJ(0)
P5: c22#P5.OBJ(0) P11: c22#P11.OBJ(0)
P6: c23#P6.OBJ(0) P12: c23#P12.OBJ(0)

P13: c31#P13.OBJ(0)
P14: c32#P14.OBJ(0)
P15: c33#P15.OBJ(0)

VARIABLES Ri, Sij , Tij , cij Ri, Sij , Tij , cij

OBJECTIVES MIN: f1 =
∑

i |R −
∑

j Sij | MIN: f1 =
∑

i |R −
∑

j Sij |
MIN: f2 =

∑
i

∑
j Sij × Tij MIN: f2 =

∑
i

∑
j Sij × Tij

CONSTRAINTS C1 :
∑

j S1j ≤ 2 C1 :
∑

j S1j ≤ 150

C2 :
∑

j S2j ≤ 8 C2 :
∑

j S2j ≤ 400

C3 :
∑

j S3j ≤ 150

C3 : MAXj(T1j) ≤ 15 C4 : MAXj(T1j) ≤ 45
C4 : MAXj(T2j) ≤ 30 C5 : MAXj(T2j) ≤ 60
C5 : MAXj(T3j) ≤ 30 C6 : MAXj(T3j) ≤ 60
C6 : ∀(ij)Sij ≥ 0 C7 : ∀(ij)Sij ≥ 0

Now there are not enough rescue teams to support all of the emergency opera-
tions; based on a predefined solution of resource allocation, a Solver uses hybrid
CBR and RBR to work out the team allocation sub-solution for P16. However,
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the supply of retardants is still sufficient, so a Solver with constraint reasoning
finds that only the transportation from A4 to A11 could satisfy the constraint C6
of P17, and therefore 100 units at A4 is first allocated to the scene A11; another
Solver with dynamic programming then works out the optimal sub-solution for
P17. The result of shortest-paths is omitted here for conciseness.

– P16: MIN-f1 = −2, MIN-f2 = 168, S =
(

2 0 0
1 4 3

)

– P17: MIN-f1 = 0, MIN-f2 = 12250, S =

⎛

⎝
0 150 0

150 0 0
0 50 100

⎞

⎠

Furthermore, our use cases have imposed more variations and constraints on
the problem, including the failure to organize some rescue teams because of the
lack of medics or equipment, the reinforcement of new rescue teams, roads with
one-way traffic and speed limits, the rated capacity of the vehicles, etc. The
experimental result shows that our approach is capable of working out optimal
solutions (whenever existing) even in the most complex cases, which are not
covered due to length limitations.

5 Conclusion

The paper reports an multi-agent framework for solving complex, particularly
combinatorial, rescue and assistance planning problems under emergency condi-
tions. It is based on the component-based agent model in which multiple problem
solving agents cooperate with each other by exchanging results to produce a set
of non-dominated solutions. An integrated emergency response system can be
constructed by composing distributed sub-systems and agents, which are further
compose of distributed sub-agents at lower levels of granularity. Our framework
has been successfully implemented in the emergency response information sys-
tems for engineering and anti-chemical forces, and demonstrated its contribution
to the significant improvement of the ERAP efficiency and effectiveness. Ongoing
research will focus on the learning and other adaptive behaviors of the agents.
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Abstract. A basic requirement for a practical tracking system is to ad-
just the tracking model in real time when the appearance of the tracked
object changes. However, since the scale of the targets often varied ir-
regularly, systems with fixed-size tracking window usually could not ac-
commodate to these scenarios. In present paper, a new multi-scale infor-
mation measure for image was introduced to probe the size-changes of
tracked objects. An automatic window-size updating method was then
proposed and integrated into the classical color histogram based mean-
shift and particle filtering tracking frameworks. Experimental results
demonstrated that the improved algorithms could select the proper size
of tracking window not only when the object scale increases but the scale
decreases as well with minor extra computational overhead.

1 Introduction

As an active research branch in computer vision, visual surveillance in dynamic
scenes has found broad applications in security guard for important sites, traffic
surveillance on expressways, detection of military targets, etc. The observation of
a person or other interested targets is a typical application in visual surveillance,
in which object tracking is a key and rudimental technique for further processes,
for instance, classification, recognition and behavior understanding. Since track-
ing algorithms are often integrated with other processes, several basic require-
ments such as computational efficiency, precision, adaptability to scale changes
and realtime processing are needed. It’s not an easy task to meet all above re-
quirements, therefore many existing tracking algorithms did not work efficiently.
In recent years, there are two excellent algorithms, namely mean-shift [1] and
particle filtering [2] having been widely adopted in object tracking. In both ap-
proaches, statistics are used. For the mean-shift technique, a nonparametric sta-
tistical method in seeking the nearest mode of a point sample distribution [3]
is employed, by which the efficiency of mode search is highly improved. While,
the particle filtering technique [13,14] that is based on Monte Carlo simulation,
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uses point mass (or “particle”) to represent a probability density that applied
to any state-space model for non-linear and non-Gaussian estimation problems
generally appeared in target tracking.

The original mean-shift algorithm was first adopted as an efficient technique
for appearance-based blob tracking [1], but the algorithm only used a fixed-size
tracking window. To increase the adaptivity of the algorithm, other improve-
ments in [4,5,6,7,8,11,12] have selected the scale of the mean-shift kernel to
directly determine the size of the tracking-window. [11] used the moments of
the sample weighted image to compute target scale and orientation. However,
this approach is only appropriate if there was merely a single foreground object
existing on the scene. In [4], the original window together with its 10 percent
increment and decrement was subject to test to find which one was best matched
the given target in terms of Bhattacharyya coefficient. Experiments have indi-
cated that this method was encouraging to the scenario where target diminishes
while discouraging to target enlarges. In [12], methods for adaptive kernel size
selection were explored in the context of clustering point sample distributions
for image segmentation, however these methods are too computationally expen-
sive to apply to real-time tracking. In [5] the kernel bandwidth was updated by
an affine model through the estimation calculated by the vertex match of the
objects between two successive frames. Since the algorithm is relied on vertex
match, it’s not applicable to nonrigid object. Model updating methods via esti-
mating object kernel histogram by Kalman filtering were proposed in [6] and [7].
Although these algorithms were robust against the influence of occlusion, illu-
mination changes and object scale varying, similar to [4], the updating methods
were also discouraging to the targets with increasingly changed scales. In [8] the
theory of feature scale selection based on local maxima of differential scale-space
filters was adapted to the determination of the kernel scale in mean-shift track-
ing. However, the algorithm has heavy computational overload meanwhile the
mean-shift iteration is equivalent to seeking the average of the scale-space with
given position space when the Epanechuikov has constant differential coefficient.
For particle filter based tracking algorithms, few attention was put onto the
scale-updating of tracking window. The algorithm proposed in [2] updated the
scale of target window only by adding disturbances on scale parameters during
the particle renewal, whereas experiments have showed its unsatisfactory results.

Since either mean-shift based or particle filtering based tracking algorithms
rely on a feather matching process, the size of tracking window would signifi-
cantly affect the precision of target matching and position, which consequently
determines the whole tracking precision. If the tracking window is much larger
than the size of tracked object, there would be more background pixels con-
tained in the window. As a result, the correlation value between the testing
target and the target template would be reduced. Actually, a too large window
would also cause the tracker to become more easily distracted by background
clutter. Whereas, if the window size is too small, the feature of the tracked ob-
ject would not be fully obtained in a tracking window, which leads to the lost
of target. This case often appears when we track an augmented object. Many
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existing tracking algorithms including above mentioned ones adopt the fixed-size
tracking window or dissatisfactory window-updating strategies, and it is difficult
for them to catch effectually an object with distinct scale change.

In this paper, a multi-scale image information measure (MSIIM) has been
introduced into object tracking systems to tackle the problem of window size
selection and updating. Inspired by [9], where a multi-scale image information
measuring method indicates that image information in scale-space is in inverse
proportion to the image scale. We found that the distance between the observer
and the object was also reflected by the MSIIM. The scale changes of the moving
target in video can be regarded as the distance changes between the observer
and the target in real scene. Therefore we associated the scale changes with the
MSIIM, and used it to determine the size changes of the tracking window. The
main contribution of the paper is that we have suggested a new definition of
two kinds of feature points to define the MSIIM, and have proposed an auto-
mated updating mechanism for tracking window. We also have integrated the
proposed method into the classical color based mean-shift and particle tracking
frameworks. Experimental results showed that the performance of the modified
mean-shift and particle tracking algorithms had been significantly improved.

The remainder of the paper is organized as follows. After describing the def-
inition of the multi-scale image information measure in section 2, we present
object tracking methods with self-updating window that use MSIIM in section
3. Then, in section 4, experimental results are reported. Finally we conclude the
paper in section 5.

2 Multi-scale Image Information Measure

It is well-known that the perception of human vision exhibits a scale effect, i.e.,
the closer one sees an image, the more details he observes. The scale effect also
holds true in object tracking where the tracked object has more information in
large scale than in small scale. Therefore, if there exists a method being able
to measure the quantity of information and sequentially distinguish the object’s
scale, the tracking window size could be selected according to the information
changes. Here we present a measure named Multi-Scale Image Information Mea-
sure to achieve the goal.

2.1 Two Kinds of Image Feature Points

In Marr’s Theory [10], visual processing could be divided into three steps, namely
the primal sketch, the 2.5D sketch, and the 3D representation. The primal sketch
is the first representation inferred from the image brightness changes, and its
elements directly reflect the physical existence. So the number of the elements
extracted in the primal sketch can be used as a measure for image information.
Here we define two kinds of image feature points and use the number of feature
points to measure multi-scale image information.

Suppose a point, P is a pixel in an image plane, f(x, y), and its 8 nearest-
neighbors are denoted as Nl(P ) (shown in Fig. 1), where l = 1 ∼ 8. If we use a
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polar vector (P, l), l ∈ L, L = {kπ/4, k = −4, . . . , 0, . . . , 3, k ∈ Z}, to represent
one neighbor point of P , then the mathematical description of the 8 nearest-
neighbors is given as follows:

fl(x) =
{

f(x − sin l, y + cos l) l = nπ/2
f(x −

√
2 sin l, y +

√
2 cos l) l = nπ/4 and l �= nπ/2 .

(1)

where n ∈ Z. Along arbitrary direction of 8 polar angles, l, the directional

 

Fig. 1. Relationship between pixel P and its 8 nearest-neighbors, Nl(P )

differential operator can be defined as:

∇lf(x, y) =
fl(x, y) − f(x, y)

Δh
= fl(x, y) − f(x, y) . (2)

where Δh = 1 is the sample step. The central-difference of image f(x, y) is
defined as:

Definition 1. Suppose area [0, X ] × [0, Y ] is on a discrete image f(x, y), the
central-difference image sequence {gk(x, y)} of f(x, y) is defined as:

gk(x, y) =
{

f(x, y) x = 0, X or y = 0, Y
fl(x, y) − fl−π(x, y) 0 < x < X and 0 < y < Y .

(3)

where l = kπ/4, 0 ≤ k ≤ 3, k ∈ Z.

Based on formula(2) and (3), in terms of local extremum of differential operator,
the two kinds of feature points defined in [9] could be uniformly redefined as
follows:

Definition 2. Let f(x, y) be a 2D discrete image, and P (x, y) be a pixel on it. If
∀l1 ∈ L0, l2 = l1 −π, ∇l1f(x, y) ·∇l2f(x, y) > 0, where L0 = kπ/4, k = 0, 1, 2, 3,
then pixel P is called the first-class feature point.

Definition 3. Let f(x, y) be a 2D discrete image, P (x, y) be a pixel on it,
and {gt(x, y)} is a central-difference image sequence. If ∀l1 ∈ L0, l2 = l1 − π,
∇l1gk(x, y) · ∇l2gk(x, y) > 0, where L0 = kπ/4, k = 0, 1, 2, 3, then pixel P is
called the second-class feature point.
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The intuitional explanation of above two definitions is straightforward: the first-
class feature points are the extremum points in an image; the second-class feature
points are the points whose neighbors have extrema along certain directions.
More detailed explanation can be depicted as follows: suppose a point Pk, who
is one of the 8 neighbor points of P in image f(x, y), is in the central-difference
image sequence {gk(x, y)}. If for all k(0 ≤ k ≤ 3, k ∈ Z), Pk is the extremum
of gk(x, y) along the direction l = kπ/4, then the point P would be taken as a
second-class feature point.

   
(a) original image (b) first class feature (c)second class feature

points image points image

Fig. 2. Original image and the relevant feature points figures

Both the first and the second class feature points have represented certain
important information for an image. As shown in Fig. 2, the two classes of feature
points have figured out the silhouettes of the alarm clock, book and the picture
frame.

2.2 Information Measure of Images

Since in Marr’s view, both the first and the second class feature points are basic
elements in low level vision, we use Definition 4 to aggregate them to measure
the information contained in a discrete gray-scale image. For color images, the
information measure is the summation of three color channels.

Definition 4. For a gray-scale image f(x, y), if the number of the first-class
feature points on the image is I1, and the number of the second-class feature
points is I2, then the information measure of the image is defined as the sum of
I1 and I2.

Human visual system is of multi-scale feature, thus a video segment in which
the scene zooms in or zooms out can consist of a multi-scale space. If we set the
distance d between the observer and the scene as a scale factor, then the small-
sized object corresponds to the d with big value, whilst, the big-sized object
corresponds to the d with small value. Denote arbitrary an image in multi-scale
space as f(X, d), where X = (x, y) is the plane coordinate, and the information
measure of its corresponding image is denoted as Id, Id = I[f(X, d)], d ≥ 0.
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Following experimental results will demonstrate that similar to Gaussian scale-
space, the information measure defined in Definition 4 is proportional to the
object size in video, therefore the aforementioned information measure is a multi-
scale image information measure (MSIIM).

From far to near, we continuously took a series of 45 pictures on a cactus.
We computed the MSIIM on each picture to get an information change versus
cactus’s size curve, which is presented in Fig. 3 (a). The x-axis in Fig. 3 (a) repre-
senting object’s height is in unitary height, and the y-axis is in unitary MSIIM.
As the figure shows, when the size of the cactus increases gradually, the dis-
tance d decreases, and the corresponding MSIIM increases as well. We also have
calculated the information ratio SI and the height ratio SH between two succes-
sive pictures, and the error e = 1 + lg(SI) − SH was derived which is shown in
Fig. 3 (b). Since the error approaches zero, an experiential relationship between
the information ratio and the object size was derived: H ≈ H0(1+lg(SI)), where
H0 is the object size in previous picture, and H is the size in current picture.

(a) curve of the unitary information (b)error curve
vs. object height

Fig. 3. Experimental result on the cactus picture sequence

Through above analysis, it can be seen that the MSIIM can be used for dif-
ferentiating the object size in a video sequence, thus, it is possible to select the
size of tracking window according to the changes of the measure.

3 Object Tracking with Self-updating Tracking Window

As mentioned in section 1, the size of the tracking window significantly affects
the algorithm’s performance. For an overexpanded tracking window, the super-
abundant background region would reduce the correlation between the object
and the object template, and for multi-object tracking, several objects’ track-
ing windows may be overlapped thus interfere with each other. While for an
over-deflated tracking window, the loss of information would make the tracking
ineffectual. In this section, an automatic scale updating method based on the
MSIIM is proposed, and is integrated into mean-shift [1] and particle filtering [2]
tracking frameworks.
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3.1 Scale Updating Algorithm of Tracking Window

The main idea of the scale updating process is described as follows: calculate the
tracked object’s MSIIM every N frames, then update the size of the tracking
window according to the change of the MSIIM. Here the interval N is dependent
on the scale changing velocity that ultimately determined by the scene of the
video. Suppose now a tracker is working on the n-th frame, we first calculate the
MSIIM, I1 on the current tracking window, then multiply a factor of 1 + α and
a 1 − α on the window size respectively to calculate two new MSIIM, I2 and I3.
The same process is also performed on the n + N -th frame to obtain another
three MSIIMs, I4, I5 and I6. The corresponding relationship between MSIIM
and window scale is illustrated in Fig. 4, where the background was ignored.

   

(a) current frame (b)video sequence (c) video sequence
with zoom-out object with zoom-in object

Fig. 4. Relationship between MSIIM and window scale

We denote a scale changing factor as S. As mentioned in section 2, the in-
formation ratio has a relationship with S. Then the relationship can be used to
determine the trend of object changing as well as to update the tracking window.
If I5 − I2 ≥ 0, it’s reasonable to guess that the scale of the object is increasing,
then we can use formula (4) to update S. Otherwise, if I5 − I2 < 0, the object’s
scale may decrease, then S will be updated by formula (5).

S =
{

lg(β · I5−(I2−I1)
I1

) I5/I4 > I2/I1

0 others .
(4)

S =
{

β · lg(I4/I1) I1 · 0.95 > I4
0 others .

(5)

Both in formula (4) and (5), parameter β is used to eliminate the influence
of background, and is determined by video content. Once the scale factor S
is gotten, the height H and width W of the tracking window can be updated
according to formula (6).

{
H = H · (1 + S)
W = W · (1 + S) .

(6)
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The whole process of the scale updating algorithm was summarized as follows:

(1) Set frame number n = 0, scale factor S = 0, and the processing interval to
N ;

(2) Fetch a video frame, and set n = n + 1. If n = 1, initialize the tracker and
the height H and width W of the tracking window; otherwise, go to next
step;

(3) If frame number n is a multiple of N , then go to step (4), or else, set S = 0,
and go directly to (5);

(4) Calculate three MSIIMs, I1(n), I2(n), I3(n) respectively on the current frame,
then according to the information change to determine the object change ten-
dency, and accordingly use formula (4) or (5) to work out the scale factor S;

(5) Use formula (6) to update the height and width. Go back to step (2) if the
video does not finish yet, otherwise exit the algorithm.

Our scale updating algorithm is different from the one reported in [4], where
the kernel-window of mean-shift is modified. In [4], the author chose the best
tracking window from three candidates including the original window, and the
windows with ±10% increment over the original. The substance of that algorithm
is to make several hypothetical guesses first, then select the one with the best
result. But the result it got usually is not the best, for the algorithm is not
based on the actual scale changes of the object. While our algorithm updates
the tracking window in the light of the visual information changes of the object
during the tracking, and it also updates the kernel histogram of the object.
Therefore, the proposed algorithm can efficiently track the object not only with
decreasing scale but also with increasing scale.

4 Experimental Results

In this section, we will show tracking results using the improved mean-shift
and the particle filtering algorithms by our automatic window-size selection

     

(A) tracking results by the algorithm in [2]

     

(B) tracking results by the algorithm proposed in this paper

Fig. 5. Tracking results by particle filtering algorithms for scale increasing targets
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(A) tracking results by the algorithm in [2]

(B) tracking results by the algorithm proposed in this paper

Fig. 6. Tracking results by the particle filtering algorithms for scale decreasing targets

     

(A) tracking results by the algorithm in [4]

     

(B) tracking results by the algorithm proposed in this paper

Fig. 7. Tracking results by mean-shift algorithms for scale increasing targets

approach. In our experiments three segments of videos were subjected to test,
and the tracking window was set to rectangle.

Figure 5 and Fig. 6 have illustrated the tracking results for videos with en-
larged object and diminished object respectively using the particle filtering algo-
rithm proposed in [2] and its improvement in this paper. Figure 5 shows method
in [2] cannot accommodate effectually the changes of the object’s scale, while our
algorithm can update the size of the tracking window well as the object’s scale
suddenly changes. Especially, as shown in Fig. 6(a), the overlarge tracking win-
dow has made the tracker lose the target. In above experiments, the parameters
used for scale updating are α = 0.5, β = 1.6 for skier video and α = 0.5, β = 0.85
for bike-woman video.

Similar experiments have been performed using original mean-shift [4] and
our improved mean-shift algorithms. The results are shown in Fig. 7, from which
we find the original algorithm reported in [4] could not be expanded effectively
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Table 1. Tracking performance evaluation in terms of AR and CR for enlarging target

tracking scale-updating video Area Cover
algorithm method segment Rate Rate

skier 0.3105 0.2785
in [4] walkinggirl2 0.5062 0.3911

particle motorclist 0.2680 0.2124

filtering skier 1.0626 0.7553
ours walkinggirl2 1.2574 0.9745

motorclist 1.4362 0.9264

walkinggirl1 0.8184 0.5723
in [2] bicyclist4 0.7413 0.5184

mean walkingman 0.8752 0.6111

shift walkinggirl1 1.4858 0.9174
ours bicyclist4 1.2917 0.9671

walkingman 1.4075 0.9369

Table 2. Tracking performance evaluation in terms of AR and CR for diminishing
target

tracking scale-updating video Area Cover
algorithm method segment Rate Rate

bicyclist1 3.9110 0.6751
in [4] walkingboy2 4.2513 0.9983

particle walkingwoman 2.3247 0.9925

filtering bicyclist1 1.3456 0.9859
ours walkingboy2 1.1402 0.9877

walkingwoman 1.0724 0.9722

walkingboy1 1.2864 0.8716
in [2] bicyclist2 0.7514 0.5962

mean bicyclist3 0.8144 0.7093

shift walkingboy1 1.1687 0.9768
ours bicyclist2 1.2185 0.8857

bicyclist3 1.1745 0.9802

especially in the scenarios of the object’s scale increasing, while our developed
algorithm can solve the problem well. The parameters used in above experiments
are α = 0.5, β = 1 for the size-increasing girl video.

To further evaluate the efficiency of our improved tracking algorithms, it is
necessary to define quantitative measures. Here two measures, namely Area-
Rate (AR) and Cover-Rate (CR) are defined. The former is used to evaluate
the correctness of the tracking window’s change, while the later indicates the
availability of the tracking algorithm. It is obvious that both values are expected

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



92 H. Qian et al.

to be 1. Suppose the total pixels in the area of tracking window is denoted as
set A1, the total pixels in target region is set A2, and an intersection set of A1
and A2 is B. N1, N2, and NB are the number of pixels in set A1, A2 and B
respectively. Then the definitions of AR and CR are given in equation (7) and
(8) respectively:

AR = N1/N2 (7)
CR = B/N2. (8)

Table 1 and 2 have separately listed the comparison results in the context of the
enlarging target and the diminishing target. It’s clear that for both instances
our improved particle filtering algorithm is surpassing to the one in [4] in terms
of both AR and CR. As for mean shift, our improved algorithm also has better
tracking efficiency than the original one reported in [2] because the size change
of the tracking window in [2] is jumping while it is smooth in this paper.

5 Concluding Remarks

Visual surveillance in dynamic scenes is an active and important research area,
strongly driven by many potential and promising applications, such as access
control, personnel identification, abnormal detection [15], and terroristic behav-
ior analysis. As an unbreakable part, object tracking has played an important
role in visual surveillance systems and is the foundation of many advanced anal-
ysis like behavior understanding and event detection.

In this paper, we have presented an effectual tracking algorithm with adapt-
ability to scale changes and realtime processing. The multi-scale image informa-
tion measure method on still-image [9] was extended to video sequence, and an
automatic tracking window selection algorithm based on the MSIIM was pro-
vided. The proposed algorithm has been integrated with the classical mean-shift
based and particle filtering based tracking frameworks, and achieved encouraging
results. Since the scale updating process of our algorithm is of low computational
complexity, and the operation is only restricted in the region of the tracking win-
dow, the computational overhead is slight and either the improved mean-shift
based tracker or particle filtering based tracker could work in real-time. Because
the scale-updating process reported in this paper will not affect the structure
of original trackers, it can act as an universal algorithm to be integrated with
many existing tracking frameworks.

References

1. Comaniciu D., Ramesh V., Meer P.: Real-time tracking of non-rigid objects using
mean shift. In: Werner B, ed. IEEE Int’l Proc. of the Computer Vision and Pattern
Recognition. Stoughton: Printing House. 2 (2000) 142–149

2. Nummiaro K., Koller-Meier E., Van Gool L.: An adaptive color-based particle
filter. Image and Vision Computing. 21 (2003) 99–110

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



Object Tracking with Self-updating Tracking Window 93

3. Cheng,Y.Z.: Mean shift, mode seeking, and clustering.IEEE Trans.on Pattern
Analysis and Machine Intelligence. 17 (1995) 790–799

4. Comaniciu D., Ramesh V., Meer P.: Kernel-Based object tracking. IEEE Trans.
on Pattern Analysis and Machine Intelligence. 25 (2003) 564–575

5. Peng NS, Yang J, Liu Z, Zhang FC.: Automatic selection of kernel-bandwidth for
Mean-Shift object tracking. Journal of Software. 16 (2005) 1542–1550 (In Chinese)

6. Peng NS, Yang J, Liu Z.: Mean Shift blob tracking with kernel histogram filtering
and hypothesis testing. Pattern Recognition Letters. 26 (2005) 605–614

7. Peng NS, Yang J, Zhou DK, Liu Z.: Mean-Shift tracking with adaptive model
update mechanism. Journal of Data Acquisition & Processing. 20 (2005) 125–129
(In Chinese)

8. Collins RT.: Mean-Shift blob tracking through scale space. In: Danielle M, ed.
IEEE Int’l Conf. on Computer Vision and Pattern Recognition. Baltimore: Victor
Graphics. 2 (2003) 234–240

9. Wang ZY, Cheng ZX, Tang SJ.: Information measures of scale-space based on
visual characters. Chinese Journal of Image and Graphics. 10 (2005) 922–928 (In
Chinese)

10. Milan S., Vaclav H., Roger B.: Image processing, analysis, and machine vi-
sion(second Edition). Thomson Learning and PT Press. (2003)

11. Bradski G. R., Clara S.: Computer vision face tracking for use in a perceptual user
interface. Intelligence Technology Journal. (1998) 1–15

12. Comaniciu D., Ramesh V., Meer P.: The variable bandwidth mean shift and data-
driven scale selection. Proc. of the IEEE Int’l Conf. on Computer Vision. (2001)
438–445

13. Sanjeev M., Maskell S., and Gordon N.: A tutorial on particle filters for online
nonlinear/non-Gaussian Bayesian tracking. IEEE Trans on Signal Processing. 50
(2002) 174–188

14. Doucet A., Godsill S., and Andrieu C.: On sequential monte carlo sampling meth-
ods for Bayesian filtering. Statistic and Computing. 10 (2000) 197–208

15. Xiaolei Li, Jiawei Han, Sangkyum Kim.: Motion-alert: automatic anomaly detec-
tion in massive moving objects. Proc. of the 2006 IEEE Intelligence and Security
Informatics Conference. San Diego, CA. (2006) 166-177

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 94–104, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Case-Based Evolutionary Group Decision Support 
Method for Emergency Response* 

Jidi Zhao, Tao Jin, and Huizhang Shen 

Department of Information Systems, Shanghai Jiao Tong University, Shanghai, 200052, China 
{judyzhao33,jint,hzshen}@sjtu.edu.cn 

Abstract. According to the characters of emergency decision-making in crisis 
management, this paper proposes a special decision-making method to deal 
with the inadequate information, uncertainty and dynamical trend. This CBR-
based decision support method retrieves similar cases from Case Base and 
forecasts the prior distribution of absent feature values using Bayesian Dynamic 
Forecasting Model. Then the result is put into Markov-based state transition 
matrix to order suggested solutions by suitability and assist consensus achieving 
among decision makers. This novel method is suitable to emergency decision 
making as it provides support for the dynamic and evolutionary character of 
emergency response. 

Keywords: Emergency Response, CBR, GSS, Bayesian Dynamic Forecasting. 

1   Introduction 

The quick response and decision-making for emergencies has attracted lots of 
research to resolve this problem by refining reaction strategy or designing preventive 
plan previously. Most of those researches describe a decision-making process with 
single decision maker. However, it is seldom that single person can own 
comprehensive understanding of all phases of emergency and the limitation of 
personal ability is more likely to be the bottleneck of crisis management. Therefore, 
further research is needed to improve the effectiveness and efficiency of Emergency 
Decision-Making (EDM) but we are disappointed to find out that there are few such 
researches. Generally speaking, how to use modern information and network 
technology, involve multiple subjects in the decision-making process, and then 
construct special GSS for EDM are the critical issues when researching EDM theory 
and technique. 

EDM in crisis management is a typical unstructured problem with complex 
structure and unexpected progress. Meanwhile, when faced with emergency, the 
decision makers are usually disturbed by the incomplete and disordered information. 
The GSS for EDM, as a result, should not only provide recommendable solutions, but 
also simulate the evolution of emergency and assist the process of dynamic decision-
making and consensus achievement. From this perspective, techniques including 
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Case-Based Reasoning (CBR), Bayesian Dynamic Fore-casting and Markov State 
Transition Matrix show their suitableness. 

Typically, there are no explicit rules or widely suitable solutions that can be used 
as reference in process of EDM. The final decision, to a great extent, is made based 
on previous experience of domain experts. CBR is inspired by the way through which 
human-beings analyze and process problems. It adopts analogical reasoning [1] and 
resolves problems based on past experience of similar situation. There are two 
assumptions which support the theory of CBR [2]: 

• Reusable: the same or similar problems have the same or similar solutions; 
• Recurable: the same or similar problems would recur sometime later. 

Under these assumptions, CBR uses past experience to solve current problems. 
This approach has many advantages over the rule-based reasoning (RBR), especially 
in unstructured environments. CBR uses snippets of knowledge which contain 
implicit rules to replace structured, explicit rules, thus avoiding perplexing task of 
rule extraction. Moreover, CBR retains recently solved problems as well as their 
solutions into the case base as new cases and passes over the knowledge update and 
maintenance in RBR systems [2]. 

The focus of this paper is to propose a feasible and effective decision mode and 
support methodology for EDM. Firstly, we analyze the special character of EDM so 
as to clarify the requirement of EDM on decision support tools (Section 2 & 3). Then 
we give a brief introduction of related theory and techniques which are used in our 
method (Section 4 & 5). Finally, we explain how the proposed method and system 
work in Section 6. 

2   Special Requirements of EDM 

Currently, prevalent method used to support EDM is based on Continuous Plan or 
Disaster Recovery Plan (DRP). But in fact, decision makers of EDM would usually 
find out that it’s really hard to choose a proper predefined reaction plan as: 

• they may be not sure about the real situation of the scene of emergency; 
• they are forced to draw the conclusion within strict time limitation; and 
• they should be responsible for the consequence of decision. 

The particularity of EDM makes plan-based method doomed to fail sometimes and 
researches on EDM should approach the problem from the aspect of special character 
of EDM. 

2.1   Low Success Rate of Matching to Existing DRP 

Almost all the DRPs are defined based on generative logical rules, namely if-then 
rules. This kind of method firstly describes a scenario and then gives the reactive 
activities. Once accidents happen, plans whose scenario matching to the real situation 
would be chosen and its recommendation will be followed.  

The fact, on the other hand, is not so optimistic. No same thing happens again. A 
tiny difference in detail may lead the whole event to the opposite direction. So before 
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making decision, decision makers need to consider differentiations between real 
situation and predefined plans on various facets, including emergency itself, 
environment, resource restriction, etc. Consequently, the measurement of plan 
suitability becomes the bottleneck of EDM and the scientificalness of plan-based 
methods is questionable. 

For example, the west coast area of both Pacific and Atlantic suffer from the 
disaster of Typhoon (i.e. Hurricane). Whether a DRP designed for typhoon hit in west 
coast of Pacific (e.g. Wenzhou city of southeast China’s Zhejiang Province) is 
suitable to deal with Hurricane Katrina hit in New Orleans? Consider following 
problems, 

• The average altitude of Wenzhou is above sea level with no big lake in its 
neighborhood, whereas New Orleans was located to the south of Lake 
Pontchartrain, a large water mass above the city; 

• China’s main power to deal with emergencies is national military forces and local 
officials should obey arrangement of central or superior government. But neither 
U.S. Army nor U.S. National Guard was responsible for the emergency response 
and received no relevant trainings; 

• The living standard in the two countries has significant difference, so process of 
evacuation may require differently on the public assistance and resource. 

Obviously, because of the differences in both natural and political environments, 
the DRP designed for Wenzhou is not that suitable to New Orleans. As similar 
situations will happen to any DRPs, direct reuse seems not feasible and predefined 
plans should be used as references. 

2.2   Inadequate, Disordered and Evolutionary Emergency Information 

Emergency response is an evolutionary process. At any moment, the event could be 
led to different directions by different conditions. If all possibilities are taken into 
account, an event will be demonstrated as a tree structure. Usually, predefined 
reaction plans consider only several branches which have high possibility so as to be 
feasible and cost-efficiency and previous cases are only the solutions to single branch. 

In other words, such static decision method, namely the plans and cases, are based 
on certain and adequate information, which would definitely result as low suitability 
as they have already defined the scenario. Their solutions and recommendations 
cannot fulfill the requirement of dynamic real events, let alone common situation that 
decision makers cannot have enough information about emergency. Furthermore, 
because the information collecting channels are also faced with risk, the information 
qualify has little assurance and they may arrive disorderly. 

All above factors have great impact on EDM process. So when decision makers 
trying to looking for suitable plans or similar previous cases, they may find: 

• They don’t have a clear view about the emergency; 
• They cannot find a satisfactory result as no case matches the situation; 
• Emergency is going on and supplementary information arrives continuously.  

Since the static decision methods are helpless to resolve above problems, a novel 
decision support method is needed to support dynamic events and inadequate 
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information. This paper approaches the problem by analyzing the character of event 
evolution. By taking the external interferer and limited information into account, this 
paper creates status transfer model, forecasts every possibility, calculates respective 
probability, and then builds the special framework for dynamic EDM. By this way, 
the restriction of static methods can be broken and the support method will be more 
valuable. 

3   GSS for EDM 

Designing a special Group Support System (GSS) is a recommendatory method. GSS 
provides support to both discussion and consensus achievement [3]. Typically, 
decision makers participate in the computer-mediated decision process anonymously 
and enjoy equal status. The responsibility of process control and facilitation lies on 
the GSS. Therefore, parameterizing for GSS, e.g. task category, decision objective, 
etc. is critical to its effectiveness and efficiency [4][5][6]. 

GSS for EDM should be designed to fulfill the special requirement of EDM. To 
deal with poor quality and inadequacy of decision information, GSS should pro-vide 
recommendations based on limited information. To respond to the evolutionary 
process of emergency, GSS should support the forecasting of event evolution and 
dynamic decision process. To comply with the strict time restriction, GSS should 
limit the interferer into discussion and automatically assist achieving consensus. 
Furthermore, to involve decision makers in group decision process within short time, 
GSS should be built based on distributed structure. 

4   CBR and Related Techniques 

Although predefined DRPs and previous solutions of similar cases have limitation 
when adopting them by simply reuse, they are still of great value. Presenting those 
solutions to decision makers will significantly improve the effectiveness and 
efficiency. CBR system is suitable for both predefined plans and previous cases. Its 
output provides primary support to the EDM process. 

4.1   Case Base Generation 

The generation of case base and design of index system is the foundation of CBR. 
Usually, domain experts create case base by analyzing previous events and referring 
to relevant predefined planes. Then analysis result is used to design normalized 
description method and formalized represent framework for cases. Thus, previous 
events can be formalized and case base is simultaneously generated. Technically, all 
descriptive features of a case are indices of case base. 

4.2   Case Retrieve 

It is an N-ary task to retrieve case in case base. The k-nearest neighbor (k-NN) 
method is the common way to complete N-ary task [7]. k-NN is a kind of lazy 
learning algorithm. It retrieves the k least distant (i.e., most similar) cases of a given 
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query. The quality of k-NN therefore depends on which cases are deemed least 
distant, which is determined by its distance function. 

The general process of k-NN can be described as follows [8]: 
The process inputs a query case q and outputs a set of cases similar to q. Each case 

x 1 2{ , ,..., }Fx x x= is a point in multidimensional space defined by a feature set F.  

k-NN computes the distance d(x, q) of q to each x X∈  using: 

1

( , ) ( ( ) ( , ) )r r
f f

f F

d x q w f x qδ
∈

= ⋅∑ . (1) 

where k-NN defines r = 2 (i.e., Euclidean distance), function ()δ  defines how values 

of a given feature f differ and w(f) defines the feature weighting function. Then, the 
cases whose distance to q is less than distance threshold are presented to decision 
makers, i.e. 

{ , ( , ) }i i iOutput x x X d x q vt= ∈ < . (2) 

Where vt is the similarity threshold defined by domain experts according to the 
character of emergency. 

4.3   Measure of Feature Similarity 

From equation (1), we can find out the performance of k-NN is highly sensitive to the 
definition of distance function, i.e., the measurement of how cases differ on various 
features and the weighting method among features. 

When measuring feature similarity (i.e. defining function ()δ ), both numerical and 

nominal features should be taken into account. At the same time, since it is not 
infrequent that people are not sure about feature value, both certain feature value and 
fuzzy feature value should be considered. Thus, all the case features can be classified 
into the following four categories [9]. 

• Crisp numeric feature (CN): its value can be either continuous or discrete, e.g. 
$500, 1.35, etc. 

• Crisp symbolic feature (CS): its value is usually a certain term, e.g. Rainy.  
• Fuzzy linguistic (FL): its value can be treated as a linguistic variable, e.g. Medium, 

Large, and Very Large. 
• Fuzzy numeric and fuzzy interval (FNI): its value is usually an uncertain number 

or an interval with no clarified boundary, e.g. around 200, 300~500. 

For different categories, there are different methods to deal with the similarity. 
Although fuzzy linguistic and fuzzy numeric can be represent with Gauss Function, 

the process of Gauss Function is over complicated. This paper adopts trapezium-
based fuzzy set to simulate the fuzzy features [10]. 

If some of the features of query case q are absent, just put them aside and measure 
the similarity on existing features. Therefore, the similarity threshold vt will depend 
on the integrality of query case q. The more features q has, the lower vt is. But the 
change range should be carefully controlled. 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



A Case-Based Evolutionary Group Decision Support Method for Emergency Response 99 

4.4   Weighting Method Based on Similarity Rough Set 

The weight of attributes is pivotal to the case retrieve when measuring case similarity 
using k-NN rule. k-NN’s sensitive to its distance function can be reduced by 
parameterizing the distance function with feature weights. Many weighting methods 
have been proposed and an overview can be found in [8]. 

Rough set theory (RST) [11][12]is a mathematical tool used for dealing with 
vagueness, imprecise and uncertainty of data and now widely used in the areas of AI 
and cognitive sciences. It can be applied to select the most relevant condition features 
to the final decision [13].  

However, all continuous features have to be discretized prior to using rough set, 
which is facing with risk of losing precious information. In paper [14], we pro-posed 
a weighting method based on an extension of standard RST call similarity-based 
rough set (SRS) [15][16]. This algorithm uses similarity relation instead of 
indiscernibility relation so as to avoid the discretization. Feature weights were 
calculated by Similarity-Based Discernibility Matrix. As long as feature similarity 
threshold was given, Results can be generated automatically by computer.  

The RSR-based weighting method assigns heavier weights on features having 
greater contribution to case differentiation. It observes the appearance of each feature 
in Core, Reduct, and other entries in matrix. Features in Core own heaviest weights, 
while features appear in neither Core nor Reduct and arise infrequently in matrix have 
lighter weights.  

The most obvious advantage of this algorithm is its lower compute complication 
and easiness to realization by computer program. The result of experiment 
comparison shows that it achieve similar classification accuracy with traditional RST-
based weighting methods, i.e. feature dependency, and even better performance on 
some datasets. 

5   Bayesian Dynamic Forecast Model 

Forecasting the value of absent features for query case q is important to EDM as the 
improvement in information richness would of great help to EDM. 

Dynamic model [17] is one of key means of Bayesian Forecasting. It treats 
forecasting distribution as conditional probability distribution. The forecasting 
process based on Bayesian Dynamic Model is shown in Figure 1. 

In Figure 1, tθ is the set of evaluation-needed parameters of target model at Time 

T. nt
t Rθ ∈ , ntR is parameter space. Dt is the information set of Time T and all 

previous time. Thus, D0 is the initial information set when T=0. yt is observa-tion 
vector. ( )tp θ is prior distribution while ( )t tp yθ  is posterior distribution.  

The forecasting process starts from age T-1. Once actual test result 1 1( , )t tDθ − −  

are obtained, the posterior distribution is derived as 1 1( )t tp Dθ − − . At this stage, this 

information can be used to update a prior distribution for tθ . That is 
1( )t tp Dθ − . At 

this point, one-step ahead forecasting at time T can be implement-ed. Upon 
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Fig. 1. Recursive Algorithm of Bayesian Dynamic Forecasting 

availability of information (yt) at Time T, posterior distribution at Time T can be 
calculated by Bayes’ Formula and it is also the prior distribution at Time T+1. Thus, 
the Bayesian Forecasting operates in a recursive way. 

6   CBR-Based Decision Mode for EDM 

Traditional CBR consists of 4Rs, i.e. Retrieve, Revise, Reuse, and Retain. But 
actually, the revise, namely case adaptation, is still a problem awaits suitable 
resolution. Common methods include revising previous solution based on expert 
experience or adopting revise rules generated from previous similar actions.  

However, these means are not that suitable to EDM. Decision makers cannot be 
sure about the emergency for the inadequate information. They are unable to gain a 
clear view of the emergency as well as its development trend. Moreover, emergency 
has great negative impact on society stabilization and security of civilian. The heavy 
responsibility on the shoulder forces decision makers to make every decision 
prudentially.  

Since we have already ascertained that the key barricade to EDM is the inadequacy 
and disorder of information, a useful EDM support tool should enable to assist 
decision makers forecasting event trend within strictly time limit. In other words, 
EDM support tool is expected to help decision makers estimate the value of absent 
features and predict development roadmap for emergent events.  

Figure 2 demonstrates the iterative CBR-based decision mode for EDM. The 
support system presents decision makers with recommendations based on limited 
information at first. Then, by the interaction between experts and system, this tool 
estimates the value of critical absent features by Bayesian Dynamic Forecasting 
Model. Then, with estimating result taken into account, the system sorts solutions by 
its suitability to real situation. Once supplementary information or feedback of 
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reaction arrives, the new information would initiate another round of decision making. 
Detailed process of the mode is described as follows. 
 

Step1. Case retrieve based on limit information 
When emergency happens, decision makers firstly collect relevant information. With 
aid of the case normalized description method and formalized represent framework, 
new event was represented as a query case.  

Then, as what is explained in Section V, decision makers retrieve similar cases or 
predefined plans in Case Base. If such cases exist, support system returns single or a 
set of similar cases according to the similarity threshold. The solutions of these cases 
are preparative material for the following decision activities. In case the return is 
NULL, go to Step 5. 
 

Step2. Differentiation Analysis 
Since case retrieve process is based on the inadequate information. The Similarity, on 
this level of information richness, is not that reliable. The feasibility of reusing their 
solutions is also questionable.  

Therefore, when given with a series of similar cases and their solutions, decision 
makers need to conduct the differentiation analysis so as to gain insight in character 
of each solution. Only when decision makers know well about the suitability and 
relatively advantage and disadvantages of each solution, can they choose the right 
one.  

At this step, decision makers should achieve consensus about what additional 
information is needed to make further decision and this is exactly what need to be 
estimated in the following steps.  

 

Fig. 2. The iterative CBR-based decision mode for EDM 
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Step3. Forecasting of absent features 
The absence of emergency features leads to the insufficient condition to make 
decision. However, the time limitation of EDM is extremely strict. It is impossible to 
wait for supplementary information. So, reasonable forecasting is necessary.  

We forecast absent feature value by Bayesian Dynamic Forecasting Model. This 
means makes full use of historical information while taking factors of people into 
account. Decision makers are also responsible for the forecasting and should provide 
information. 

If the evaluation-need feature is inside the case representation framework, it can be 
estimated through Rough Set based method, using existing features. Here, the absent 
feature is treated as Decision Attribute (D) and all existing features are treated as 
Condition Attributes (C). Then, an Information System (S) can be constructed. From 
S, we build up Discernibility Matrix, calculate Core set and Re-duct set based on the 
matrix, and define reasoning rules by relational operation. For example, a typical rule 
could be 1 3 2a b d⇒ which means if feature a equal to 1 and feature b equal to 3, the 
decision feature d is 2. More detailed introduction about rough set can be find in 
[11][12]. This result is concluded based on the previous experience and it is a value of 
the highest probability, i.e. the posterior distribution at Time (T-1). 

Then, support system interacts with decision makers by human-machine dialogue. 
By combining posterior distribution and subjective judgment, the prior distribution of 
evaluation-needed features at Time T can be defined. Then, make one-step ahead 
forecasting at Time T using the properties of beta distribution and result as a 
forecasting distribution of evaluation- needed features at Time T.  
 

Step4. Present solutions in order of suitability 
After estimating absent features of query case q, decision makers should, to some 
extents, have a clearer view of the emergency as well as the probability of each 
possible development direction.  

At this stage, decision makers analyze and evaluate the retrieve results with 
consideration of forecasting result. Solutions which seem most suitable to the 
situation which could happen most probably will be recommended in order of 
suitability.  

All recommendation will be provided to the group decision-making process for 
further discussion.  
 

Step5. Discuss and suggest feasible solutions 
In case of there is no matched cases in Case Base to new emergency, i.e., query case 
q, support system cannot return any recommendation. In this circumstance, decision 
makers should analyze event using previous experience, discuss the problem with 
each other and suggest all feasible solutions for choice. Thus, the suggested solutions 
and their sequence is the posterior distribution at Time (T-1). 

Then, similar to step 3, decision makers estimate absent decision condition, 
forecast event trend, and then analyze the suitability of each suggested solution based 
on subjective judgment and discussion. Once a consensus is achieved, it is the prior 
distribution at Time T. And the forecasting distribution at Time T can be calculated 
by one-step ahead forecasting. 
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The difference between this stage to step 3 is that step 3 uses Bayesian Model to 
forecast the distribution of absent feature value whereas in this stage the model is 
used to forecast the suitability of different suggested solutions.  
 

Step6. Make decision with aid of Markov-based GSS 
Although all recommendatory solutions are ordered by suitability, there still may be 
dissidence. A GSS process is introduced in this stage so as to achieve consensus 
among all decision makers. 

We proposed a novel GSS approach in another paper [18]. By analyzing the 
preference sequence of each decision maker as well as its connotative character, the 
approach assists consensus achieving by Markov-based state transition matrix. It can 
be proved that this approach can, in limit steps, achieve a consensus identical to the 
final steady result of infinite rounds of discussion. In other words, it greatly improves 
the consensus achieving efficiency with no sacrifice of effectiveness.  

When consensus is achieved, the first solution in the queue was adapted as the next 
step reaction. 
 

Step7. The stochastic sequential decision-making for EDM 
During the process of making decision or implementing solutions, there should be 
new information about the emergency arriving in succession. They can be observation 
result, and feedback of the previous step decision. All of them can be treated as input 
of further step of decision-making. 

If new information arrives before the implementation of decision of Time T, this 
information is treated as the observe result at Time T. By using Bayes’ Formula, we 
can calculate the posterior distribution at Time T (see Figure 1). The result is again 
put into Markov state transition matrix and the solution sequence may be updated. 

On the other hand, if the new information arrives after the implementation of 
decision, the information will, together with the feedback of decision, initiate another 
round of EDM. 

7   Conclusion 

This paper proposed an evolutionary group decision support method for dynamic 
emergency. Decision makers firstly retrieve previous similar cases and predefined 
emergency recovery plans in CBR system. In order to select suitable action plans, 
absent decision condition, namely absent case features, are carefully estimated using 
rough set theory and Bayesian dynamic forecasting model. Then, with both candidate 
solutions and forecasting result taken into account, consensus among decision makers 
are achieved by Markov state transition matrix based GSS and all solutions are 
ordered by suitability. During the process of decision-making and implementation, 
supplementary information as well as decision feedback arrives successively, 
initiating new rounds of decision. Thus, the interaction and cooperation with experts 
and machine put dynamic evolution of emergency under control and such sequential 
decision process would significantly improve the effectiveness and efficiency of 
EDM in crisis management. 
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Abstract. Wireless Sensor Networks (WSNs) have an excellent application to 
monitor environments such as military surveillance and forest fire. However, 
WSNs are of interest to adversaries in many scenarios. They are susceptible to 
some types of attacks because they are deployed in open and unprotected 
environments. The WSNs are constituted of scarce resource devices. These 
security mechanisms which used for wired networks cannot be transferred 
directly to wireless sensor networks. In this paper we propose lightweight 
anomaly intrusions detection. In the scheme, we investigate different key 
features for WSNs and define some rules to building an efficient, accurate and 
effective Intrusion Detection Systems (IDSs). We also propose a moving 
window function method to gather the current activity data. The scheme fits the 
demands and restrictions of WSNs. The scheme does not need any cooperation 
among monitor nodes. Simulation results show that we proposed IDSs is 
efficient and accurate in detecting different kinds of attacks.  

Keywords: Anomaly intrusion, Wireless sensor network, Key feature, IDSs, 
Security. 

1   Introduction 

Wireless sensor networks have wide applications due to these sensor nodes ease of 
deployment, particularly in remote areas. WSNs serve to collect data and to monitor 
and detect events. However, these sensor nodes are deployed in open and unprotected 
environments and these inherent characteristics of a sensor network limit its 
performance. In particular, the WSNs node was exposed to all kinds of attacks from 
physical layer to transport layer. As a result, it is crucial important for the practical 
implementation of WSNs to determine how well a wireless sensor network can 
perform its given task in open field and out of human control. And how to detect 
anomaly intrusion is a critical issue for WSNs. 

Intrusion detection can be defined as a process of monitoring activities in a system, 
which can be done by a monitor node or network system. The mechanism is called 
intrusion detection systems (IDSs). IDSs collect activity information and then analyze 
these data to determine whether there are any activities that violate the security rules. 
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Once IDSs determines that an unusual activity or an activity that is known to be an 
attack occurs, then it generates an alarm. 

Although, there have existed several intrusion detection techniques developed for 
wired networks, they are not suitable for wireless sensor networks and cannot be 
transferred directly to WSNs due to the strict resource restriction. Therefore, these 
techniques must be modified or new techniques must be developed to make intrusion 
detection work effectively in WSNs. 

In this paper, we propose a lightweight anomaly intrusion detection scheme for 
WSNs. The scheme uses rules and key features application to detect attacks. The main 
contributions in our paper are listed as follows: 

• Rules application can detect known attacks fast in WSNs.  
• Key features used to characterize the WSNs behaviors, and potentially 

applicable to detect previously unseen attacks. 
• Propose a dynamic way to collect message data for IDSs to analyzes these data 

and determine the intrusion behavior of the nodes. 

The rest of the paper is organized as follows. Section 2 briefly describes the related 
work about IDSs. Section 3 describes the problem and network model for WSNs used 
in our paper .Section 4 presents key features and rules for us to detect intrusion in 
WSNs. Section 5 describes our scheme in detail. Section 6 describes IDSs simulator 
and the simulative attacks. Section 7 gives the simulation results with our scheme. 
Finally, the summary and conclusions of our work are given in section 8. 

2   Related Works 

IDSs are important security tools in computer networks. Many solutions have been 
proposed to traditional networks [11, 12, 13, 14], but because the WSNs resources are 
so restricted in energy, storage and capability of computation that make direct 
application of these solutions inviable. 

In recent year, Ad-hoc and WSNs security has been studied in a number of 
proposals. Zhang and Lee [1] are among the first to study the problem of intrusion 
detection in wireless Ad-hoc networks. They proposed architecture for a distributed 
and cooperative intrusion detection system for Ad-hoc networks, their scheme based 
on statistical anomaly detection techniques. But the scheme need much time, data and 
traffic to detect intrusion. In WSNs, the nodes cannot afford the cost. 

Mishra, et al. [2] proposed a review of intrusion detection in wireless Ad-hoc 
networks, but did not discuss the actual detection techniques. 

Bhargav et al. [3] proposed an intrusion detection and response model to enhance 
security in AODV. Marti et. al. [4] proposed two techniques: watchdog and pathrater 
that improve throughput in Ad-hoc network. We have used a similar idea in this 
paper. As we will see, the monitor node watches its neighbors and also knows what 
each one of them will do with the messages which receive from another neighbor. If 
the neighbor of the sensor nodes changes, delays, replicates, or simply keeps the 
message data that ought to be retransmitted, the monitor gets the current state of the 
neighbor node and maybe gets intrusion detection in WSNs. This technique can also 
be used to detect other types of attacks. 
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Yu and Xiao [5] proposed detecting selective forwarding attacks in WSNs, which 
based on a multi-hop acknowledgement technique to launch alarms by obtaining 
responses from intermediate nodes. But the scheme can only discriminate abnormal 
packet loss from channel error packet loss at a high ratio. 

Hu et al. [6] proposed a method for detecting wormhole attacks in Ad-hoc 
networks. The scheme evaluated the time spend on the transmission of packets 
between nodes in the WSNs. The work used two protocols: Slot authenticates MAC 
and TIK. But both protocols need synchronization of the network trusted time. As we 
know, in WSNs, that it is very hard to keep nodes strict synchronized. 

Pires et al [7] proposed a scheme through comparing the power of the received 
signal with the power of the observed signal in the network to detect such as 
wormhole and HELLO flood attacks in WSNs. The scheme proposed in [7] for WSNs 
still can be used as one special of the rules in our IDSs. But our scheme work 
proposes a wider solution for attacks, and capable of detecting several types of 
intruders and attacks in WSNs. 

3   Problem Statement and Network Model 

3.1   Problem Statement 

We study the problem of enabling the monitor nodes of WSNs to detect the malicious 
behavior of the attacks nodes. In this paper, we consider lightweight anomaly 
intrusion detection in the context of the following design goals: (a) resource 
efficiency and detect known attacks fast, (b) decentralized implementation, (c) 
accuracy in high ratio of networks error. 

3.2   Network Model 

Network generation: We assume that the network consists of a set of scarce resource 
sensor nodes N . Each sensor can connect through a wireless link to any other sensor 
located within a certain radio transmission range r , thus r  is the maximal range 
allowed by power constraints nodes. A set of specially equipped nodes M  we call 
monitors. The radio transmission range of monitor is R .The monitor node uses its 
radio in a promiscuous mode, storing relevant information and processing it according 
to selected rules which we will describe later. We assume that all network nodes 
include monitors are deployed randomly in a specific network region of area, A . To 
model this, we use a Poisson point process [8] over area, A , with constant density. 

The random deployment of the monitors M  with a density 
M

p
M A

= ( • is the 

cardinality of a set).and the sensor nodes N  with the density,
N

p
As = . 

Let mSHB  denote the set of sensor nodes heard by a monitor m , the probability 

that m  hears exactly k  sensor nodes is equal to the probability that sensor nodes are 

deployed within an area of size 2Rπ . Since sensor nodes and monitors deployment 
follows a spatial Poisson process [8]. 
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Let SHBs denote the set of sensor nodes heard by another sensor node s .The 

probability that node s  has 'k  neighbor nodes is: 
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Using (1), we compute the probability that every monitor hears at least k  sensor 
nodes. Because we use the random sensor deployment model which implies statistical 
independence in the number of sensor nodes heard by each monitor sensor and hence: 
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Using (2), we can get probability that every sensor nodes has at least 'k  neighbor 
nodes. 
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And the probability of each sensor node has no more than ''k neighbor nodes. 
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WSNs initialization: We assume that sensor nodes and monitors use key 
predistribution scheme [9, 10] and get the shared keys among WSNs before 
deployment. The attackers cannot get the plaintext of the message. 

As we know, the WSNs are base on a certain kind of application. Different 
applications for sensor networks have different requirements such as 
maximum/minimum packets per second in sending or receiving, maximum/minimum 
computation. We will describe in detail later.  

Sensor Network Attacks Model: Before the description of network attacks model, a 
few assumptions listed as follows: 

a) The message was sent from one node to another node, the message data was 
cryptograph [15], and the attacks cannot get the plaintext of message data. 

b) There is no data fusion or aggregation by other sensor nodes when generated 
by the original node. The message payload is the same along the path from its 
origin to the destination. 
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c) No any new sensor nodes were added into the target WSNs and the sensor 
nodes are static in the networks.  

d) Each node has only one next forward node to transmit messages in its route 
table. 

We briefly describe DoS attacks from physical layer to transport layer, this will be 
used in section 4,5,6,7. A more detail study conducted by Wood and Stankovic [16]. 

Physical layer: a) Physical attacks, the sensor node may destruct by attacks or replace 
some import part by intruder. b) Radio jamming interferes, the attacker jam the WSNs 
with the radio frequencies the nodes are using. 

Data link layer: a) Collisions, a type of link layer jamming. It is usually by full-time 
jamming of the channel. b) Exhaustion of battery attacks. The attacker often attempt 
repeated retransmission even after unusually late collisions.  

Network layer: a) Selective forwarding. The attacker may choose not to forward some 
selected packets and drop them. b) Sybil attack. The attackers do it by having a 
malicious node present multiple identities to the network and confuse the routing 
protocols. c) Wormholes attack. The adversary tunnels messages received in one part 
of the network over a low latency link, to another part of the network where the 
messages are then replayed. An attacker disrupt routing by creating well positioned 
wormholes that convince nodes multiple hops from the destination  that they are only 
a couple of hops away through the wormhole. d) Hello flood. This attack can also be 
thought of as a type of broadcast wormhole. The attacker high powered antenna can 
convince every node in the network that it is their neighbor. e) Sinkhole. Sinkhole 
attack is to lure traffic to a malicious part of the network and usually be done by 
advertising high quality routes i.e. 

Transport layer: a) Desychronisation attacks. The attackers forge or modify control 
flags and sequence numbers between two nodes. Let the sensor nodes lost control 
synchronization and lead to an infinite cycle that waste energy. b) Flood attacks. The 
attacker’s goal is to exhaust memory resources of a victim node. The attacker sends 
many connection establishment requests, and forces the victim node to allocate 
memory in order to maintain the state for each connection. 

4   Key Features and Rules 

We use two methods to analyze the intrusion in WSNs. For each event happened in 
the WSNs. We use the rules method and key features method to decide the behavior 
of the node whether is an intrusive or normal event. At first, we use rules method, if 
this way can’t work then we use key features to judge the behavior. 

Key features: This method to analyze the performance of a node to decide if the node 
is being attacked. We calculate several current state values of the node, if one of the 
values exceed the allowed bound, then we consider attacker is being active.  This way 
use much computation but it works perfect, and can detect more efficiency than rules 
methods. Before we describe the key features of the WSNs, we suppose: a) the 

probability of incoming packets per second of the node is meanP  , according to our 
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assumptions. The probability of out-coming packets are the same as incoming 

packets, meanP . Because the target WSNs is for a special application, so it is 

reasonable using this assumption. b) The minimum neighbor number and maximum 
neighbor number are ', ''k k .c) the average computation time for a packet in a node is 

t .d) the average storage space for a packet in a node is ss . e) Energy consume ratio 
is pu per packet. Then we give a few key features listed as follows:  

a) Packet throughout probability: in the radio range of a node, r .Using formula (4) 
and formula (5) we get the probability for minimum total traffic packets are 

2 ' 2
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The probability for maximum total traffic packets are  
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b) Number of neighbors: when the sensor nodes was deployed in the target area, the 
number neighbors of a node is decrease and cannot increase for some of its 
neighbors will use out its battery. 

c) Change ratio of Route table: In our assumption, because the node of our target 
networks is static and no new node was added into the network, the route table 
cannot change too fast, so the route table is steady for a period of time. 

d) Computation: the Max compute time for a node is: 

(( " 1) )
mean

k p n t− + , where n  is a parameter                                                     (8) 

e) Storage: the max storage space for a node when each of its neighbor send packet 

to it. The value is ( " 1)
mean

k p n− +                                                                      (9) 

f) Energy: the max energy used is (( " 1) )
mean

k p n pu− +                                      (10) 

We have defined six key features for a special target network, but if every time we 
use these six features to decide if there is an intrusion, it is not economical. So we will 
describe other rules used in anomaly intrusion detection. If these rules cannot detect 
intrusion then combine with key features. In our simulation results, we will see the 
Sybil attack and selective forward attack can detect by key features. 

Rules for detection 

a) Max repeat time for a message: The same message can be retransmitted by the 
same neighbor must lower than the excepted times. Desychronisation and Flood 
attacks can be detected by this rule. 

b) Radio transmission range: All messages was transmitted to the neighbor nodes 
by a node must use its own radio range, and originated (previous hop) from one 
of its neighbors. Attacks like Radio jamming, Wormhole and Hello flood, where 
the intruder sends messages to a far located node using a more powerful radio, 
can be detected by this rule. 
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c) Collision in a node: the max message number of collisions must be lower than 
the expected number in the network. Radio jamming and Flood attacks can 
detected by using this rules. 

d) Integrity of a message: the message data must be the same along the path from its 
source node to the destination node, for there is no message data aggregation in 
our target networks. If a message was modified by the attacker, this rule can 
detect the intruder. 

e) Interval time for message: the time between two consecutive messages for the 
receiver node cannot larger or smaller than the allowed limits. Several attacks 
such as Hello flood and Flood attack can be detect by this rule. 

5   A Lightweight IDSs Scheme 

Our proposed algorithm was divided into the following three phases, we show it in 
figure 1: a) data collection: in this phase, the monitor nodes using a window classify 
function in a promiscuous mode to collect messages within its radio range. And the 
important information is filtered and classified before being stored, for subsequent 
analysis. b) Rules application and instruction detection: in this phase, the rules are 
applied to the stored data. If the messages do not obey the rules and a failure is raised, 
we can detect an intrusion. If there are no any rules to match the left data then we use 
the following phase. c) Key features application and intrusion detection: in b), some 
of the messages cannot be recognized by rules, and then we use relevant key features 
to detect the behavior of these nodes. Such as Physical attack, Selective forwarding 
attack and Sybil attack can be detect in this phase.  

 

Fig. 1. The architecture of IDSs 

Data collection  
In this phase, messages are listened in promiscuous mode by the monitor mode and 
the important information is filtered, classified and stored for future analysis. The 
Important information includes some important behavior of the sensors message data 
which will be used for rules application and key features application. 
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The amount of the collect messages was decided by the window function. The time 
is divided into slices, the window function takes several slices time, the window 
function is dynamic and the time decided by the results of IDSs. In Algorithm 1, we 
give the technique described above. 

 

From Algorithm 1, we can see if find any unknown message data, the monitor node 
need more message data to decide whether it is a normal data or abnormal data. 

Rules application and instruction detection: 
In data collection phase, we have got some classified message data. In this phase, we 
use these data apply to the rules. If a message fails in one of these rules, at this 
moment, the message can be discarded and no other rule will be applied to the data. 
We have adopted this strategy due to the fact that WSNs have resource restrictions. 

When of all our rules have been applied, there still have message data left in the 
monitor mode’s storage space. Then we use the following phase to deal with the 
message. 

Key features application and intrusion detection: 
In the rules application, most of the message data have been recognized and 
discarded. In this phase we use the remains of the data to extract some key features of 
these data. If a message data fails in one of these key features, at this moment, as in 
rules application phase, the message will be discarded. 

After using our key features, if there still has some message data. It means that we 
cannot recognize these data for a limited data, so we need to gather more data to 
detect these data. We just leave these data for next turn to detect. As show in 
algorithm 1, we need more time to gather data. 

Algorithm 1. Adjust window function with detection history 

With initialization MT the Monitor nodes do 

MTCurrent MT=  

For all neighbors do 
  For all rules and key features do  

    If maxMT MTCurrent <  then 

If detected unknown message data then 

   MT MTCurrent Current T= + Δ  

Else if ( MTCurrent MT> ) then 

     MT MTCurrent Current T= − Δ  

End if 
End if 

 End for 
End for 
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6   IDSs Simulator and Attacks 

There have existed several simulators developed or adapted for WSNs, such as 
SensorSim [17], TOSSIM, Power TOSSIM [18] and WiSNAP [19]. But, 
unfortunately, none of them are appropriate for our purpose. Then we have developed 
our own WSNs simulator using C++ and Matlab 7. We use C++ to implement 
Physical layer and   Data link layer. Network layer and Transport layer were 
implemented using Matlab 7. 

Our simulator is composed of the following modules: WSNs, message data, sensor 
node, monitor node, intruder node, events and attacks generator, IDSs and reporter. In 
our simulator, we use 200 sensor nodes, 20 monitor nodes, 4 intruders. The monitor 
node only monitors all of the neighbors within its radio range.  

In our networks, two types of occasional network failures, eleven types of intruder 
attacks from Physical layer to Transport layer that we have describe in section 3.2. 
The two types of failures: 1) Packet collision: a packet is lost while being transmitted 
and its source node detects the loss due to a collision.2) packet loss: a packet sent by a 
node is lost while being transmitted and its source node is not known of the loss 
event. Occasional network errors follow a probabilistic model, which takes place with 
a message is sent by a node. All these occasional networks errors are from 5% to 25% 
in our simulator. The initial window size for data collection is 5T (T is the unit of 
time), TΔ  is 2T. And the rules and key features application time for monitor node is 
2T, at this moment, the monitor node does not listening the channel. 

7   Simulation Results  

Some types of attack not related to network occasional error such as packet collision 
and packet loss. We classify these attacks into three types.1) not related with network 
errors 2) related with packet collision 3) related with packet loss. And the results are 
shown from Figure 2 to Figure 5. 

 

Fig. 2. Four kinds of attacks with IDSs 
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Wormhole attack, Hello attack, Radio Jamming and flood attacks. These attacks 
are not mistaken with any kind of occasional networks errors, so the detection 
probability is not influenced by the probability of occasional errors and detection 
time. That means all these attacks can be detected by rules application.   

 

Fig. 3. Three kinds of attacks with IDSs 

Physical attacks, Sybil attacks, Sinkhole attacks are not influenced by networks 
errors, all these attacks not easy been detected by rules application. From the Figure 3, 
we can see that we need much more data and longer data collection time for our 
scheme to analyze these kinds of attacks. In physical attacks, some of sensor nodes 
maybe apart from networks by intruders. Rules application is not easy to detect the 
attackers, we use key features application to detect the attackers, and find the numbers 
of neighbor and route table changed. Sybil attacks usually let the neighbors of node to 
be changed, and Sinkhole attacks can be detected by route table. 

Collision attack can be confused with the message collision occasional failure.  
From the result we can know it is one of the attacks with better detection results, i.e.,  
 

 

Fig. 4. Collision attacks with IDSs 
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with 5% network error, it can detect almost 100% in simulation run time. And with 
25% network error, it can detect more than 90% intrusion for a period of run time. 
Because in our schemes, we need longer data collection time to get more data for us 
to detect this kind of attack. 

 

Fig. 5. Three kinds of attacks with IDSs 

Exhaustion of battery attacks, Selective forward attacks and desychronisation 
attacks are related with network errors. Exhaustion of battery attacks is not much 
sensitive with network errors. This kind of attack can let sensor repeat send packets or 
let these nodes to use much energy sources to compute. The simulation results show 
that our scheme can detect this attack for a period of time. And almost 100% attacks 
can be detected. Selective Forward attack are sensitive with network errors, from the 
results we can see the network with 5% error, at the first period of time, only 80% 
attacks can be detected, but later, it  can detect almost 100% of the attacks. The 
Desychronisation attacks usually are confused by packet loss. With network error, at 
the fist time, it can only detect lower than 50% attacks. But for a period of run time, 
the monitor node gather more message data, the monitor node can more effectively 
detected this kind of attack. 

8   Conclusion 

An important issue for security in WSNs is how to detect attacks in an accurate and 
suitable time. In this paper, we have made three important contributions to this work. 
First, we have presented an intrusion detection scheme for sensor networks, which 
uses rules application to detect these known attacks. Second, we have identified a 
general set of key features that can be used to characterize the WSNs behaviors in a 
network for intrusion detection, and are potentially applicable to detect unknown 
attacks. Third, we have proposed a dynamic technique to gather the amount of 
message data for IDSs. With the growing importance of sensor network applications, 
our scheme helps to provide a more accurate guarantee of the actual time to detect the 
intrusion in WSNs. 
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Abstract. The development of network and distributed computing has aroused 
more and more information exchange between far away servers and clients.  
Many traditional access control systems based on certificates or predefined 
access control policies are insufficient to deal with abnormal access requests or 
hidden intrusions. A flexible and efficient mechanism is needed to support open 
authentication and secure interoperations. In this paper, we address this issue by 
proposing an Adaptive Secure Interoperation system using Trust-Level 
(ASITL), which involves a statistical learning algorithm to judge an access 
request event, an adaptive calculating algorithm to dynamically adjust a user’s 
trust-level and a self-protecting mechanism to prevent the system from potential 
risks. In particular, we also presented examples to demonstrate the secure 
working flow of ASITL. 

Keywords: Access Control; Secure Interoperation; Trust-level. 

1   Introduction 

The development of network has made it necessary to extend access to distributed 
areas. How to share information without sacrificing the privacy and security has 
become an urgent need. Many kinds of protection devices have come into being, such 
as firewall, intrusion detection system and access control system. Traditional 
protecting technology is defined as granting or denying requests to restrict access to 
sensitive resources [1, 2], the central thrust of which is preventing the system from 
ordinary mistakes or known intrusions. 

The emergence of trust-oriented access control technologies has promised a 
revolution in this area. With the wide spread of large-scale decentralized systems, 
more and more researchers have introduced the concept of “trust” to improve a 
system’s security degree. It always involves risk-evaluation for a network activity or a 
user’s historical reputation. For a secure interoperation system, a simple decision of 
“trust” or not is too insufficient to deal with the following security problems: 

• Dishonest network activities: A user may have behaved honestly until he is 
regarded as a “trust” one, then he starts to do malicious activities. 

• Identity spoofing: A dangerous user may steal validity certificates to replace the 
real “trust” host to receive services which he does not have privilege.  
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• Authentication risk: The underlying assumption of an authentication-based 
interoperation system is that users already know each other in advance. 
However, interoperations often take place between strangers, even between 
different security domains. Users from different domains who don’t know each 
other need to exchange large amount of information every day.  

How to maintain the largest compatible security without sacrificing local autonomy 
is the main challenge for each secure interoperating system. There are many 
researchers who have amply discussed the importance of “trust” in a dynamic access 
control system and reached many achievements. However, how to change an abstract 
concept of “trust” into a numeric value was insufficiently discussed. For an 
application-oriented secure model, it is more important than the concept to realize a 
secure interoperation. The activation of this paper is drawn by this idea, as well as the 
following issues: establishment of “trust” is not permanent, adaptive secure 
interoperation needs fine-grained abnormal judging strategies, and sensitive 
information exchanging should be related with the trust degree of the requestor. 

To solve these problems, we introduced a new quantitative concept “trust-level” to 
access control policies and developed a novel Adaptive Secure Interoperation System 
using Trust-Level (ASITL). To realize a real-time protection for the system, ASITL 
enhances the accuracy of abnormal events judging mechanism with a statistical 
learning algorithm, automatically adjusts trust-level for the current user, and finally 
makes decision according to the trust-level. In Section 2, we discuss some related 
achievements of secure interoperation and trust management in recent years. We 
describe the whole architecture and working flow of the ASITL in Section 3. The trust 
evaluation module which involves abnormal judging mechanism and trust-level 
calculating algorithm is discussed in Section 4. Concluding remarks is added in 
Section 5. 

2   Related Works 

Several research efforts have been devoted to the topic of trust strategies in secure 
interoperations and trust management.  

Ninghui Li and John C. Mitchell proposed RT, which combines the strengths of 
Role-based access control and Trust-management systems [3]. It constructed a logic 
trust management framework that followed role-based access control strategies, 
without special statements for “trust”. 

Similarly, “trust” in [4] was not described as a security evaluating feature. They 
mainly discussed the delegation depth control and proposed 0+RT , which is a 

significant improvement for 0RT  in a trust-management system. 

Some trust services, such as trust establishment, negotiation, agreement and 
fulfillment were reported in [5], [6] and [7]. Although they concluded many security 
factors that might influence the trust degree of an interoperation, they did not propose 
a formulized metric to quantize it. 

Furthermore, Elisa B. et al. discussed secure knowledge management, focusing on 
confidentiality, trust, and privacy [8] and Kilho S. et al. presented a concrete protocol 
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for anonymous access control that supported compliance to the distributed trust 
management model [9], both of which represented novel achievements in this area. 

As mentioned above, our framework which integrates access control, statistical 
learning and trust-level evaluating leads to a number of advantages in a secure 
interoperation environment. 

• A dishonest user can not deceive the authentication server to reach his true 
intention. Once a dishonest network activity is detected, the user’s trust-level 
will be decreased and he will not be granted any further privileges. Therefore, 
many potential risks can be efficiently forbidden. 

• To get a higher trust-level, a user seeking to any advanced service has to submit 
correct certificate and obey rules all the time. 

• With a statistical learning algorithm, event a new intrusion or an unknown event 
can also be learned and added into the abnormal events DB. 

• A valid user from a different domain, who does not have a local identity, also 
can take part in an authentication and ask for corresponding services. 

3   An Overview of ASITL Framework 

ASITL system is distributed into three parts: user domain, trust authentication domain 
and service domain. The trust authentication domain is the kernel of the system. The 
main secure interoperation is processed in it. To enhance the efficiency, the 
authentication server responds to a valid user and directly transfers his requests to a 
corresponding application server. Otherwise, if the authentication server receives any 
unconventional requests or suspicious certificates, such as a non-local user’s requests 
or an intrusion behavior, Trust Evaluating Module will be triggered at once. During 
the whole process of secure interoperation, Trust Evaluating Module constantly 
updates the trust-level with the results of abnormal judging mechanism and trust-level 
calculating algorithm. 

3.1   Components 

Figure 1 shows the architecture of ASITL that integrates both abnormal judging 
mechanism and trust-level calculating algorithm. Moreover, self-adaptability is 
always supported for abnormal events or unexpected situations. ASITL consists of 
eight components as follows: 

Application server. It supplies corresponding service to valid users who can pass 
trust authentication. 

Authentication server. With the results of Certificate Authentication, Access 
control policies, and if necessary, Trust-level Evaluation Module, it decides whether 
or not grant a request of current user. 

Certificate authentication. It verifies the validity of certificates submitted by a 
requestor.  

Certificates DB, which stores and manages privilege certificates. 
Access control policies, which defines access control rules for the system. 
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Abnormal judging mechanism.  As a part of Trust Evaluating Module, it involves 
a self-adaptive statistical learning algorithm which uses a probability method to define 
class for an abnormal event. 

Trust-level calculating algorithm, which is the center algorithm of trust 
evaluating module. It defines a mathematic model to calculate trust-level value with 
an abnormal event’s kind and its occurrence number.  

Trust evaluation module. This module involves above two parts: Abnormal 
judging mechanism and trust-level calculating algorithm. When the authentication 
server receives an unqualified certificate or other abnormal data, Trust Evaluating 
Module can deal with mistakes at a tolerance degree and forbid malicious users. The 
detail discussion will be presented in Section 4. 
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Fig. 1. ASITL system architecture  

3.2   Working Flow 

A typical session involving a trust interoperation working flow is described as 
follows:  

1. A user sends a request to the authentication server.  
2. According to user’s request and access control policies, the authentication server 

asks for some necessary certificates. 
3. The user submits some needed certificates: 

(1) If the certificates can satisfy the policies, the user’s request will be 
transmitted to the corresponding application servers. In this case, the request 
is valid and the authentication server will transfer the responding service 
from the application server to the user. A secure interoperation is finished. 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



 ASITL: Adaptive Secure Interoperation Using Trust-Level 121 

(2) Otherwise, the authentication server sends further authentication 
requirements to the user and Trust Evaluation Module starts to work at once. 

4. The user sends other certificates once more to further proof his identity. 
5. The authentication server continues to authenticate the current user. Trust 

Evaluation Module real-time verifies abnormal events and updates the trust-level 
for the user.  
(1) If the user’s trust-level is beyond the system’s threshold value, the current 

session will be canceled and the user will be banned in the system for a 
predefined time-out period. 

(2) Otherwise, the user has to continue to submit some more certificates to verify 
his identity until his certificates satisfy the request and access control 
policies. 

4   Trust Evaluation Module 

Unlike a traditional access control model, which has to define policies for all possible 
requests in advance, the ASITL provides adaptive access control policies to enhance 
the flexibility of the system. It not only can satisfy ordinary users, but also can deal 
with the unpredictable situations, such as an accident mistake or a potential intrusion. 
Moreover, trust evaluation module has self-adaptability. When there are not available 
certificates for an authentication, the authentication server asks for further proofs and 
the trust evaluation module starts to work at once. In order to maintain consistency 
and simplicity, authentication server generates a user ID and maintains a history 
record for each user. A user ID is generated by an encrypting algorithm that combines 
the user’s IP address and MAC address. 

Generally, a trust observation period is a fixed interval of time, i.e., a threshold 
defined by system, or a period between two audit-related events. Firstly, abnormal 
judging mechanism uses a statistical learning algorithm to verify the kind of an 
abnormal event. Secondly, trust-level calculating algorithm updates the current trust 
value with the abnormal event kind and the occurrence number. Thirdly, an updated 
trust-level is returned to the authentication server. Finally, authentication server 
makes decision of granting or denying a privilege.  

4.1   Abnormal Judging Mechanism 

Ordinarily, a network event involves a set of intrinsic features, such as timestamp, 
req_IP, dst_IP, service, and so on.  It is difficult to distinguish a normal event from an 
abnormal one with a single feature. In order to enhance adaptability and accuracy of this 
module, we apply a statistical learning algorithm which is based on multi-feature. Before 
describing the algorithm in detail, we define two concepts of feature and class for it. 

Definition 1. Every network event contains a set of intrinsic features. When we 
analysis a network event, some of these features are essential, some of them are 
irrelevant. We call those essential features as key feature, named feature. 

Definition 2. A feature can be divided into a mixture one or more topic kinds, named 
classes, which are associated with different kinds of network events.  
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Theorem 1. Supposing that 

1. An event E in the abnormal events DB can be described with a feature set F ; 
2. All features Ff ∈  are mutually exclusive and are associated with one or more 

of a set of classes kC ; 

3. A suspicious event iE  is observed by a feature set },...,...,,{ 21 JjJ ffffF = ; 

Then the index I of the most probable event iE  is given by 

( )∑ −=
J

jfijf
i

CpECpI )(log)|(logmaxarg )()(  (1) 

)(Xp  denotes the probability of event X and )( jfC  is the class that feature jf  is 

assigned. 

Proof 
Through the feature set, we can judge an event kind using Bayes algorithm: 
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Assume that features are initiated by one of an equiprobable set of events 

mEEE ,...,, 21  then 
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Given a set of observed feature set JF , we should calculate the value of )|( ji fEp . 

Let a feature is classified by one or more class kC  with probability )|( jk fCp , the 

relationship between kC  and iE can be described as follows: 

∑=
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According to the independency of features, we have  

∏∑−=
J K

jkkiJ
i

Ji fCpCEp
Ep

FEp )|()|(
)(

1
)|(

1
 (6) 

The training set can provide an estimate of )|( ik ECp , then by Bayes algorithm 
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Therefore, 
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The index I of the most probable event iE  is given by )|(maxarg Ji
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If a feature can be uniquely assigned to a single class and )( jfC  is the class that 

feature jf  is assigned, then  
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We use log formula in (10) then 

( )∑ −=
J

jfijf
i

CpECpI )(log)|(logmaxarg )()(  (11) 

Theorem 1 is an improved statistical self-learning algorithm which based on a 
probability method to define the class of a suspicious event. With this machine learning 
algorithm, the whole flow chart of the abnormal judging module is given in Figure 2. 

Event Feature
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Event
Induction

Detected?

Suspicious
Event

Yes             Self-adaptive mechanism

Abnormal Event
training set

Abnormal
Feature Rules

Abnormal
Induction

Rules

No

 Abnormal
Event  

Fig. 2. Flow chart of abnormal judging mechanism 

We realize the self-adaptability of this mechanism as follows: 

Step 1: Initialize the events training set by extracting general features from large 
amount of abnormal events and learning to deduce some basic rules from current 
abnormal feature set. 
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Step 2: Receive an abnormal event which is needed to be classified. 
Step 3: Extract the features and send them to the Event Induction module. 
① If it can be divided into a known class, its abnormal kind will be transferred to 

the trust-level calculating module. 
② Otherwise, the unknown features are sent back to the training set and update the 

current feature rules for next judging process. 

4.2   Trust-Level Calculating Algorithm 

With determinations made by the abnormal judging module, trust-level calculating 
algorithm updates the current user’s trust-level and feeds back a quantitative “trust” 
value to the authentication server.  

The trust-level evaluating module records the user ID and assigns trust-level 
according to the authentication server’s request. The validity period of current trust-
level is from user’s login to logout. That is to say, a user’s trust-level is valid during 
current interoperation. When an interoperation is finished or early cancelled, the 
finally trust-level of current user will be recorded in trust-level DB as a history record 
for next access request.  

We use an adaptive evaluating algorithm to calculate the current user’s trust-level. 
The output value changes according to the current user’s activities. Once trust 
evaluating module receives an abnormal event, which can be specified by abnormal 
judging module, the interoperating user’s trust-level will be changed.  

Definition 3. A user’s trust-level is defined as follows: 

∑
=

=
m

k

l
ku
k

k
T

1

1 α    )1( mk ≤≤  (12) 

uT  denotes the trust-level of user u. m is the amount of abnormal events kinds as 

described in Section 4.1. kα  is the influence rate of each kind of event - a real number 

in the interval [0,1]. kl  is the occurrence number of event k. Consequently, uT is in 

the range of [0, 1]. It is noted that as the number or the kinds of abnormal behaviors 
increases, the user’s trust-level, uT , approaches to 0. kl  starts as 0 to reflect there is no 

prior interaction between user and the authentication server (that is, unknown users).  

Example 1. There are 3 kinds of abnormal event 1E , 2E , 3E  and their trust rates 

are 1α =0.9, 2α =0.7, 3α =0.5. 1l , 2l , and 3l  denotes the occurrence number of 

1E , 2E , 3E . Table1 shows uT ’s going trend when 1E events are detected. Table2 

shows uT ’s going trend when both 1E and 2E events are detected. Table3 shows uT ’s 

going trend when all the kind of events are detected. We assume that 1l , 2l , and 3l  

all follow the same increasing rate. With the increasing of event kinds, the larger kl , 

the faster the uT decreases. 
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Table 1. uT on 1E  increasing 

1l  2l  3l  uT  

0 0 0 1.0000 
3 0 0 0.9097 
5 0 0 0.8635 
7 0 0 0.8261 
9 0 0 0.7958 
11 0 0 0.7713 
13 0 0 0.7514 
15 0 0 0.7353 

Table 2. uT on 1E  and 2E increasing 

1l  2l  3l  uT  

0 0 0 1.0000 
3 3 0 0.6907 
5 5 0 0.5862 
7 7 0 0.5202 
9 9 0 0.4759 

11 11 0 0.4445 
13 13 0 0.4213 
15 15 0 0.4035 

Table 3. uT on 1E , 2E  and 3E increasing 

1l  2l  3l  uT  

0 0 0 1.0000 
3 3 3 0.3990 
5 5 5 0.2633 
7 7 7 0.1895 
9 9 9 0.1432 

11 11 11 0.1114 
13 13 13 0.0880 
15 15 15 0.0702 

 
Example 2. Assuming there is a file access control system. With the sensitivity S of 
files, all files can be divided into three classes A, B, and C ( CBA SSS >> ).  To 

maintain secure levels of this system, we defines three different certificates 1C , 2C  

and 3C  ( 123 CCC >> ). A single certificate or certificate combinations grant 

different privileges. Furthermore, access control policies are defined in Table 4. 
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Table 4. File access control policies 

File Trust-level Certificates History Records 
A 0.17.0 <≤ TL  1C , 2C , 3C  TLAVG≤7.0  

B 7.04.0 <≤ TL  1C , 2C  TLAVG≤4.0  

C 0.1 <≤ TL 0.4 1C  TLAVG≤1.0  

There are three kinds of abnormal events 1E , 2E , 3E  and access control policy 

defines the lowest threshold of uT , named TuT  , is 0.1000. Furthermore, 1E , 2E , 3E  

and their trust rate 1α , 2α , 3α  are described as follows: 

Certificate_Error_Event: a user presents a needless certificate. Although it is valid, it 
is not the right one that authentication server needed. This event may indicate a 
certificate mistake of the user. The trust influence rate of this event is 1α =0.9. 

Certificate_Invalidation_Event: a user presents an expired, damaged or revoked 
certificate. This event may indicate an attempt to a network fraud. The trust influence 
rate of it is 2α =0.7. 

Request_Overflow_Event: a user sends abnormally large amounts of requests. This 
event may indicate an attempt to a Dos attack or a virus intrusion. The trust influence 
rate of this event is 3α =0.5. 

Jimmy wants to access some files and sends a request with his identity certificate 
to the authentication server. The authentication server receives the request and 
certificates. But the server also detects some abnormal events. According to access 
control policies, Jimmy should submit more certificates to confirm a needed access 
privilege. Therefore, the authentication server returns a request for further proofs and 
starts Trust Evaluating module. This module firstly generates a user ID for Jimmy, 
secondly initializes a trust-level for him and then starts to monitor all network 
activities of him. To demonstrate the secure mechanism of ASITL, we assume three 
different possible results: 

Jimmy is a malicious intruder: He does not have a valid certificate at all. From the 
beginning, he sends expired or damaged certificates to the authentication server 
continually. Certificate_Invalidation_Event is detected constantly and the occurrence 
number of it increases fast. When the occurrence number reaches a threshold amount, 
a new abnormal event—— Request_Overflow_Event may be detected. Once Jimmy’s 
TL is below 0.1, he will be forbidden by the system. And the final TL with his ID will 
be recorded in the history record. If this result continually takes place more than five 
times, the user ID will be recorded in the Black List. 

Jimmy is a potentially dangerous user:  He only has a valid certificate 1C , so his 

privilege only can access the files of Class C. But his true intention is the more 
sensitive files of Class A or Class B.  In order to accumulate a good reputation, he 
maintains a high TL ( 0.14.0 <≤ TL ) and TLAVG ( TLAVG≤4.0 ) by validly accessing 

Class C files with certificate 1C . In order to access more sensitive files, he presents an 
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expired certificate 2C or a fake certificate 3C . The abnormal event of 

Certificate_Invalidation_Event is trigged and his TL decreases fast. Without the valid 
certificates, he neither can access the wanted files nor maintain a high TL.  Although 
Jimmy has owned a high TL and a good history record by dealing with less sensitive 
files C, his potential intention of more sensitive files A or B can never be reached. 

Jimmy is a normal user: He sends file request and corresponding valid certificate to 
the authentication server. If his certificate is suited to the privilege of the request, his 
TL and history records can satisfy the access control policies, he will pass the 
authentication and his request will be responded by the application server. 

5   Conclusions and Future Work 

To supply secure interoperations for different security domains, we have proposed 
ASITL, an Adaptive Secure Interoperation system using Trust-level. The development 
of ASITL was guided by a set of desiderata for achieve a fine-grained access control 
system that maintains the most compatible security without sacrificing local privacy, 
including the necessary of a self-learning judging mechanism to adapt to unexpected or 
unconventional occasions that beyond access control definition, the ability of 
automatically evaluating user’s trust degree by the real-time authentication activities 
and the support of tolerating all kinds of intrusions. “Trust-level” is a variable value 
which can efficiently reflect a user’s trust degree by judging the behavior kinds and 
counting the occurrence number. Based on trust-level value, ASITL provably judges 
the validity of a new suspicious event, dynamically evaluates the user’s trust degree 
and makes responds to the requestors. Furthermore, ASITL can be sure that all secure 
measures have been completed before sensitive information is exchanged.  

There are many areas that need future work. First, we need to develop the ability 
and efficiency of the learning mechanism to shorten the responding period. For 
example, neural network algorithm or a similar method can also be used to abnormal 
judging mechanism. Moreover, we need design a comprehensive lifecycle for a secure 
interoperation. Second, we will further optimize the cooperating abilities among 
modules in the system to enhance the performance of the system. Finally, besides 
calculating a user’s trust-level, trust evaluating for the authentication server will also 
be taken into account and users’ privacy issues need to be investigated. 
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Abstract. Compliance checker is an important component for automated trust 
negotiation (ATN) to examine whether the credentials match the access control 
policies. A good design for compliance checker helps to speed up trust 
establishment between parties during the negotiation, and can also improve 
negotiation efficiency. Unfortunately, it has been noted that compliance checker 
has got little attention in design and implementation. On the contrary, more 
work has been spent on the algorithms on how to protect sensitive information. 
A RT0 based compliance checker (RBCC) model for ATN is presented in this 
paper. We give its architecture and workflow, and illustrate how it works 
through a practical example. The case study shows that the model satisfies 
compliance checker’s basic requirements and provides good information 
feedback mechanism to protect sensitive information. 

1   Introduction 

Exchange of attribute credentials is an important means to establish mutual trust 
between strangers who wish to share resources or conduct business transactions. ATN 
[1][2][3] provides an approach to regulate the flow of sensitive attributes during such 
an exchange. In every ATN system, there is a vital component called compliance 
checker. Compliance checker aims at examining whether the user’s digital credentials 
satisfy local resource’s access control policies. 

Compliance checker must satisfy the basic requirements before it can serve for 
ATN. The requirements of compliance checker in ATN are listed as follows [2] 
(Suppose Alice is a resource provider, while Bob is a user). 

a. Compliance checker modes. There are two distinct compliance checker 
modes. The first is the traditional way a compliance checker plays in the trust 
management (TM) environment. The compliance checker produces a Boolean 
result indicating whether or not the credentials satisfy the policy. PolicyMaker 
adopts this way and returns a justification when the access is denied [4]. The 
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second is required when some sensitive policies are disclosed. For example, 
suppose Alice wants to deny Bob’s access to a sensitive resource because Bob 
presents insufficient credentials. Rather than simply throw “access denied”, 
Alice will give a hint to guide the negotiation to a successful conclusion. 

b. Credential validity. During trust negotiation, Alice’s runtime system must 
validate the credentials Bob discloses. It is required that the integrity of the 
credential contents should be verified using the digital signature of the 
credential to guard against forgery. Thereto, the verifier should know the 
credential issuer’s public key of the root credential in the chain. Moreover, if 
a policy states that the credential cannot be revoked, the runtime system must 
know how to carry out this examination. 

c. Credential ownership. Usually, Alice’s policy requires that Bob be the owner 
of the credential he submits, i.e., the owner of the leaf credential of a chain, or 
some other subjects mentioned in the chain. To accomplish this, Alice’s 
runtime system requires Bob to prove ownership of the private key. 

d. Credential chain discovery. Often, the prerequisite credentials in a trust 
negotiation may not be readily available locally. Compliance checker should 
provide a mechanism to solve distributed credential chain discovery problem. 

Compliance checker plays a key role for ATN. A well-designed compliance 
checker has many properties such as: (1) Supporting disclosure of sensitive 
information. Sensitive information includes secret credentials and important access 
control policies. Compliance checker can provide a secure mechanism to gradually 
disclose credentials and access control policies by using efficient policy languages, or 
effective communication protocols. (2) Protecting sensitive policy. Compliance 
checker can prevent information leakage and purposive attacks by adopting particular 
techniques, such as hidden credentials [5], OSBE [6]. (3) Popular feedback approach. 
If a compliance checker makes use of well-defined feedback mechanism, it helps to 
improve successful negotiation rate. For instance, Know [7] is a good example to 
make feedback come true. If Know is introduced to compliance checker, it makes 
ATN better. 

In this paper, a RT0-Based Compliance Checker (RBCC) model for ATN is 
proposed. RBCC adopts ordered binary decision diagram (OBDD) [7] as its policy 
tree to provide disclosure and protection of sensitive information, and uses improved 
feedback mechanism based on Know to provide justification. Generally, our work has 
the contributions as follows: 

a. It is the first time to make much emphasis on design and implementation of 
compliance checker. Early work has a default idea that compliance checker 
just goes on a match between credentials and access control policies, while 
ignores that compliance checker has a great impact on negotiation efficiency 
and successful negotiation rate. 

b. It is the first time to introduce role-based trust management (RT) policy 
language to implement a compliance checker model. RT0 is easy to understand 
and convenient in expression, which is adequate to meet the requirements of 
compliance checker. 

c. For the first time we add well-defined feedback mechanism to compliance 
checker, which improves resource’s access availability. 
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The reminder of this paper is organized as follows. Section 2 discusses the related 
work about compliance checker. Since RBCC is based on RT0, so we give a simple 
overview of RT and RT0 in Section 3. In Section 4, we present the detailed 
description of RBCC, including its architecture, workflow and implementation. In 
Section 5, we use a practical example to show how RBCC works. Section 6 
summarizes the features of RBCC. Section 7 concludes the paper. 

2   Related Work 

Since compliance checker is used to check whether the revealed credentials satisfy 
access control policies or not, the notion of compliance checker appears when TM 
becomes an issue to be studied. PolicyMaker [4] uses the traditional compliance 
checker mode to realize the match between credentials and policies, and returns a 
justification when access is denied so as to guide access to success. KeyNote [8] 
adopts a modified compliance checker mode, which especially supports the 
specification of a user-defined justification whenever the result is false. During trust 
negotiation, KeyNote determines whether to grant access to a sensitive service or to 
disclose a sensitive credential or policy. M. Blaze et al [9] propose a network layer 
security architecture, where the compliance checker determines how an action 
requested by principals should be handled, given a policy and a set of credentials. As 
a matter of fact, these work emphasized on the mode. 

Recently, much attention is paid on some components and requirements of 
compliance checker. For one thing, to meet the requirement of credential validity, 
various types of credentials are designed and developed due to different applications. 
X.509 [13] and PGP [14] are typical identity credentials, while SPKI/SDSI [15] 
serves as attribute credentials. To meet the requirement of credential ownership, many 
digital signature algorithms of high secure level appear to prove ownership of the 
private key associated with the public key used to identify the subject in the 
credential, such as RSA [16]. To meet the requirement of credential chain discovery, 
N. Li et al present lot of efficient algorithms to solve this problem [10]. 

On the other hand, much work focuses on how to protect sensitive information 
during the match between credentials and access control policies. N. Li et al [1] 
present TTG protocol and ACK policy to achieve the goal. J. E. Holt et al [5] propose 
hidden credentials to ensure the security of credentials and policies. OACerts [11] is 
another important means to avoid leakage of sensitive information. Similar techniques 
are discussed in [2]. However, these techniques just serve for some components of 
compliance checker, and the global notion of compliance checker becomes more and 
more oblivious. 

We design a model for compliance checker according to its requirements. 
Compliance checker has four basic requirements. We have a modification towards the 
traditional mode and adopt RT0 to satisfy the other three requirements. Our work 
differs from early work as follows: 

a. We design a compliance checker model according to the basic requirements, 
which accomplishes and unifies the functionalities. Researchers have realized 
almost all of the functions of compliance checker, but they do not integrate 
the functions into a unified compliance checker. 
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b. We enrich the functions of compliance checker, which help to guide the trust 
negotiation to success. In our model, we adopt 0-1 table [3] to check the 
policy consistency. We add a feedback component to handle the failure 
negotiation. If the access is denied, the feedback component is triggered to 
guide the negotiation process. 

c. Our model has the property of protecting sensitive information. We use a 
certain strategy to ensure that both parties cannot get more information from 
the negotiation. Users do not need to disclose more credentials than they can 
access the resource. 

3   An Overview of RT0 

RT0, presented in [10], is a popular and most basic language in the RT family of TM 
languages. In RT family, there are four classes of languages. RT0 defines the basic 
roles, RT1 adds the parameters for roles, RTT supports Separation of Duty (SoD), and 
RTD works for delegation of role activations. In this section we focus on RT0. 

3.1   The Basic Knowledge of RT0 

The basic constructions of RT0 include entities and role names. Entities are also called 
principals, which are used to identify credentials. Policy statements take the form of 
role definitions. A role definition contains a head and a body. RT0 has four common 
types and two extensible types: 

• Simple Member: A.r←B. This credential means A defines B to be a member of 
A’s r role, i.e., B∈members(A.r). 

• Simple Containment: A.r←B.r1. This credential means A defines its r role to 
include all members of B’s r1 role, i.e., members(B.r1)⊆members(A.r). 

• Linking Containment: A.r←A.r1.r2. A.r1.r2 is called a linked role. This means 
members(A.r1.r2)=∪B∈members(A.r1)members(B.r2⊆members(A.r). 

• Intersection Containment: A.r←B1.r1∩…∩Bk.rk. This defines A.r to contain the 
intersection of all roles B1.r1, …, Bk.rk. 

• Simple Delegation: A.r⇐B:C.r2. This means A delegates its authority over r to 
B, and B can delegate it to C.r2. It equals to A.r←B.r∩C.r2. 

• Linking Delegation: A.r⇐B.r1:C.r2. This means A delegates its authority over r 
to members of B.r1, and the delegation is restricted to members of C.r2. 

3.2   Support for Compliance Checker 

In [12], K. E. Seamons et al had a detailed analysis and overview of policy languages, 
including RT0. Trust negotiation has a lot of requirements towards policy languages, 
such as well-defined semantics authentication. RT0 has a good semantic foundation. In 
RT0, policy statements are translated into DATALOG rules, which guarantee that the 
semantics is precise and algorithmically tractable. Besides, RT0 has a good support for 
vocabulary agreement, which makes RT0 overwhelming and distinguished from 
others. In short, RT0 meets the requirements of credential validity, credential 
ownership, distributed credential chain discovery, sensitive policies, which ensures 
that RBCC is secure enough to protect the transmitting message. 
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3.3   Relevant Illumination 

Usually, access control policy has two types: simple policy and complex policy [5]. 
Simple policy is the basic expressive unit, also called meta-policy, while complex 
policy consists of many simple policies. RBCC adopts three types of operations to 
decompose complex policy into simple ones: 

• AND: to incorporate policies into a uniform one. For instance, Policy=(P1 AND P2) 
means P1 and P2 are both required to be satisfied. 

• OR: to select one from the policy expression. For instance, Policy=(P1 OR P2) 
means only one of P1 and P2 is required to be satisfied. 

• MofN(m, P1, P2, …, Pn): to choose m policies from n policies. For instance, 
Policy=MofN(2, P1, P2, P3) means arbitrary two policies in {P1, P2, P3} are 
required to be satisfied, the policy-set could be {P1, P2}, {P1, P3} or {P2, P3}. 

Additionally, RBCC introduces a feedback mechanism to assist trust negotiation 
when the access is denied. RBCC uses OBDD to construct policy graph. OBDD is a 
canonical form representation for Boolean formulas where two restrictions are placed 
on binary decision diagrams: the variables should appear in the same order on every 
path from the root to a terminal, and there should be no isomorphic subtrees or 
redundant vertices in the diagram. Fig. 1 is an example of OBDD expression. From 
Fig. 1, we can see that OBDD depends on the numbers and the order of variables. 

 

Fig. 1. OBDD example in different order for a∧(b∨c) 

4   RT0-Based Compliance Checker 

In this section, we will give the detail description of RBCC, including the 
architecture, the workflow, and the simple implementation. 

4.1   The Architecture of RBCC 

Fig. 2 shows the architecture of RBCC based on the goal and functionality of 
compliance checker. RBCC consists of four components as follows: 

• Consistency Checker: to detect whether there exists a conflict in resource’s 
access control policies. This guarantees that every input access control policy is 
valid and effective, and avoids unwanted negotiation failure. 
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• Validity Checker: to examine the validity of users’ disclosed local credentials. 
In order to prevent unauthorized access to resource, the goal of validity checker 
is to filtrate all invalid or spurious credentials, and helps to clear up illegal 
access. 

• Matching Service: as the main component to check whether the disclosed local 
credentials fit for resource’s access control policies. In addition, the matching 
service must ensure that the important content of user’s credentials should not 
be leaked so that users’ privacy can be effectively protected. 

• Feedback Service: as a user-oriented interface by returning justification to 
indicate what credentials a user should submit to gain access. It is triggered 
when the access is denied. It gives hints to users while sensitive policies are 
hidden. 

 

Fig. 2. The architecture of RBCC 

4.2   The Workflow of RBCC 

For the purpose of general use, RBCC can be realized as a secure middleware. Before 
trust negotiation, the resource provider should edit access control policies and input 
them into RBCC. Since RBCC is designed for ATN, which requires that the 
insensitive access control policies should be published. The workflow of RBCC is as 
follows: 

a. Consistency Checker receives access control policies and has an examination 
of polices’ consistency. First, consistency checker decomposes the input 
policy into many meta-policies. Then, consistency checker uses 0-1 table to 
analyze all possible results. In 0-1 table, 0 represents False, while 1 stands for 
True. Later, consistency checker summarizes the 0-1 results and classifies the 
policies into three types: 1) Incompatible policy, i.e., the access control policy 
has conflicts, and the results are all False. For example, suppose complex 
policy P can be expressed as P=P1∧P2, where P1=P0, P2=﹁P0, then 
P≡False and is incompatible. 2) Acceptable policy, i.e., the results include 
some True and some False. 3) Non-recommended policy, i.e., there exists no 
conflicts in the complex policy, but all the results are True. When a policy is a 
non-recommended one, the trust negotiation is always successful even if the 
user does not disclose any credential. Non-recommended policy means that 
the complex policy is of no effect and deserves not being recommended. 
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b. Validity Checker receives a user’s local credentials, including identity 
credentials and attribute credentials, and uses a certain algorithm to identify 
whether the user is the ownership of the credentials. 

c. Matching Service takes the parameters of access control meta-policies and 
credentials. Matching service lists all the possible credential-sets, which meet 
the requirement of policy, and uses the credentials to match the credential-
sets. If it returns True, we say that the credentials satisfy the requirement of 
the policy, and the trust is established. Otherwise, the access is not granted 
and the feedback service will be triggered. 

d. Feedback service is invoked to provide feedback to users about why the 
access is denied. The feedback service constructs a policy graph using OBDD 
and gives justifications according to self-defined rules so as to protect 
sensitive information. 

4.3   The Implementation of RBCC 

In this section, we will give the detail description on how to implement the 
components of RBCC. 

4.3.1   0-1 Table for Consistency Checker 
0-1 table [3] is an effective method to list all the possible results of a policy 
expression. For instance, the policy “The high performance computers of CGCL lab 
provide open cluster computing. Everyone who is a professor, a teacher or a PhD can 
use it directly. Otherwise, if a user is a graduate (Ms) and also a team-leader, he can 
use it too.” can be expressed as: Policy=(P1 OR P2 OR P3 OR (P4 AND P5)), where Pi 
can be satisfied by Ci and C1: CGCL.Professor←User, C2: CGCL.Teacher←User, C3: 
CGCL.PhD←User, C4: CGCL.Ms←User, C5: CGCL.Teamleader←User. The 
corresponding 0-1 table can be expressed as Table 1. Table 1 shows that CGCL policy 
is an acceptable one, and tells us the basic satisfied credential-sets are {C1}, {C2}, 
{C3} and {C4, C5}. 

Table 1. 0-1 table for CGCL policy 

P1 P2 P3 P4 P5 Policy 
1 X X X X 1 
X 1 X X X 1 
X X 1 X X 1 
X X X 1 1 1 
0 0 0 0 X 0 
0 0 0 X 0 0 

   (Note: 0 represents False, 1 represents True, X represents 0 or 1) 

4.3.2   Signature Check Technique to Realize Validity Checker 
Every credential has a pair of public key and private key. The public key is open and 
used as an identifier or a principle of a credential, while the private key is kept secret. 
The goal of validity checker is to identify whether the user has the private key  
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corresponding to the public key. RBCC adopts an oblivious signature algorithm to 
handle it. The checking process is as follows: 

a. To check the validity of the received credentials. RBCC proposes a checking 
function: VerifyPK[M, s], where, Verify is the name of function, PK is the 
credential’s public key, M is the content of the credential, s is the signature 
and s=sigPK(M). If VerifyPK[M, s]=True, the credential is valid and legal. 

b. To ensure that the user has the corresponding private key. The system 
administrator randomly picks a string a, encrypts it with PK, and gets EPK(a). 
He passes it to the user. If the user possesses the private key, he can decrypt it 
and get a’. Then he sends a’ back. If a=a’, the user holds the credentials. 

The above process guarantees non-forgery and integrity of credentials, which 
meets the requirements of credential validity and ownership. 

4.3.3   Credential-Set Comparison for Matching Service 
Consistency Checker adopts 0-1 table to confirm coherence of access control policies, 
and it also generates the basic credential-sets for the policy. Matching service reuses 
the credential-sets to check whether the disclosed digital credentials satisfy the policy. 
RBCC provides a series of functions to deal with it. 

• PolicyToCredential(Policy): To map meta-policy to their credential. Since each 
meta policy has a corresponding credential, this function is to generate the 
credential of Policy, i.e., PolicyToCredential:Pi→Ci. 

• GenerateCredentialset(Policy): To generate basic credential-sets for complex 
policy. The function scans the 0-1 table and produces basic credential-sets 
according to the policy’s True results. 

• MatchCredential(Cred, Credential-set): To examine whether a credential-set 
belongs to user’s submitted credentials Cred. For instance, the CGCL policy’s 
basic credential-set can be expressed as Credential-setCGCL ={{C1}, {C2}, {C3}, 
{C4,C5}}. If ∃c⊆Credential-setCGCL, and c⊆Cred, then the user’s credentials 
meet the requirement of the access control policy. 

4.3.4   Rules for Feedback Service 
If the access is denied by matching service, it means the user has not disclosed 
enough credentials or relevant ones. Feedback service guides user to attain successful 
access through providing feedback according to man-made rules based on Know [7]. 
The rules should be effective and able to protect sensitive information. 

• Rule 1. Feedback is hierarchical 
Different users have various feedbacks. For example, a professor and a PhD access 
the same secret system, the professor may get “Non-work period, please change 
another time”, while the PhD may get “Sorry, your permission is limited, please 
change your role and try again”. 

• Rule 2. Shift of roles is much difficult than shift of contents 
Usually, every user has a fixed role in a period. In this case, asking the user to change 
his role means the failure of such trust negotiation. The rule tries to ensure that the 
user can use his current role to grant access as possible. 
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• Rule 3. Feedback should not involve sensitive information 
ATN discloses its access control policy before the negotiation process. Often, released 
policy is not sensitive. If the policy is somehow sensitive, its disclosure will only 
happen when trust relationship comes to a certain level. This rule prevents 
information leakage and unauthorized attack. 

As far as the cost to carry out the rules is concerned, the cost depends on the 
practical applications. The feedback mechanism is based on Know and uses OBDD to 
provide hints. In [7], the authors evaluate Know, and specify that OBDD is just a 
representation of the access control policy, it can be constructed ahead of time and 
only need to be re-computed if the policy is changed. The runtime overhead to find 
the suggestion is negligible – in the order of milliseconds, i.e., the implementation of 
the rules had no performance overhead on successful requests. 

5   A Case Study for RBCC 

Suppose there is a scenario described as follows: CGCL provides online high 
performance cluster computing. Everyone who is a professor, a teacher or a PhD can 
use it directly. Or, if a user is a graduate (Ms) and also a team-leader, he can use it 
too. Otherwise, if the user satisfies arbitrary two items in {principal granted, user 
from HP, scientific project}, the access is allowed. 

This policy can be expressed as:  

Policy=(P1 OR P2 OR P3 OR (P4 AND P5) OR MofN(2, P6, P7, P8)) 

In Policy, C1: CGCL.Professor←User, C2: CGCL.Teacher←User, C3: CGCL.PhD 
←User, C4: CGCL.Ms←User, C5: CGCL.Teamleader←User, C6: CGCL.Principal-
granted←User, C7: HP.clerk←User, C8: Project.Class←Science. 

When CGCL’s policy is input into consistency checker, it will generate the 
policy’s basic credential-set. Credential-set={{C1}, {C2}, {C3}, {C4, C5}, {C6, C7}, {C6, 
C8}, {C7, C8}}. 

Suppose Tom to be a clerk and programmer from Lenovo. He wants to have an 
image-searching test. That is, he has a credential set Cred, including at least: CA: 
lenovo.clerk←Tom, CB: lenovo.programmer←Tom, CC: Test.Class←Science, i.e., CA, 
CB, CC∈Cred. He submits Cred to request for cluster computing. CGCL server 
checks Cred, matches it with Credential-set and finds that only CC is acceptable and 
can be treated as C8. Then the access is denied. 

Feedback service analyzes Cred, considers Tom’s identity and makes suitable 
feedback. The feedback can be expressed as Fig. 3, in which 3(a) shows the policy 
decomposition; 3(b) gives the OBDD graph. Since Tom is a user of Lenovo, so meta-
policy P7 should not be revealed so as to avoid unauthorized inference. (If P7 reveals, 
Tom would like to think that CGCL and HP might have a cooperation or business 
transaction.) Based on this consideration, 3(b) ignores the node for P7. 

Turn to this scenario. Tom proposes Cred, including CA, CB and CC. To take three 
rules into account, the feedback information will be “Your access is not allowed. You 
are welcome if you get CGCL principal’s authorization”. The feedback tells Tom why 
his access is denied and how to attain the access. Here illustrates how the rules play. 
Since Tom is not a member of CGCL, so the feedback information comes from the 
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right subtree. In order to protect sensitive information, it cannot reveal “You are 
welcome if you are a member of HP”. Meanwhile, Tom may have some difficulty in 
changing his role so that it needs not to show “Please change your identity to a role of 
CGCL”. 

 

(a) Policy decomposition 

 
(b) OBDD graph for CGCL policy 

Fig. 3. Feedback expression example 

6   Features of RBCC 

From the above description, RBCC has features as follows: 

a. Meeting all the requirements of compliance checker. In RBCC, validity 
checker is used to meet the requirements of credential validity and credential 
ownership. RBCC adopts RT0 to support credential chain discovery. 

b. Supporting consistency of access control policy. In order to avoid negotiation 
failure derived from the conflicts of access control policy, RBCC designs a 
component, consistency checker, to ensure the policy’s validity. Meanwhile, 
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0-1 table provides an effective and efficient method to generate policy path, 
which greatly improves searching efficiency. 

c. Protection of sensitive information. During the policy decomposition, the 
sensitive policies are hidden. The OBDD graph prevents sensitive information 
from revealing so that each negotiator can get nothing during the negotiation 
process. 

d. Flexible feedback mechanism. The feedback mechanism of RBCC is based on 
Know [7], which is successfully implemented and applied in some access 
control systems. RBCC improves Know by modifying the cost function and 
rules to generate flexible feedback. 

e. Easy to extend and migrate. From Fig. 2 and the above description, we can 
see that when designing user-defined interfaces to RBCC, for example, letting 
users draw access control policy, allowing editing feedback and so forth, 
RBCC can be integrated as a secure middleware for ATN. It shows that 
RBCC can be easily extended and migrated. 

7   Conclusions 

Compliance checker plays a key role in ATN. In this paper, we design and implement 
a RT0-based compliance checker model for ATN. We propose the architecture and 
workflow of RBCC, and illustrate how to implement every component in RBCC. We 
adopt 0-1 table to examine whether the access control policies are valid, which can 
avoid unwanted failing trust negotiation from the start. We add a component to check 
the legitimacy of the digital credentials. We also introduce a flexible feedback 
component to cooperate the parities. 
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Abstract. Intrusion detection is a hot topic related to information and national 
security. Supervised network intrusion detection has been an active and difficult 
research hotspot in the field of intrusion detection for many years. However, a 
lot of issues haven’t been resolved successfully yet. The most important one is 
the loss of detection performance attribute to the difficulties in obtaining ade-
quate attack data for the supervised classifiers to model the attack patterns, and 
the data acquisition task is always time-consuming which greatly relies on the 
domain experts. In this paper, we propose a novel network intrusion detection 
method based on TCM-KNN (Transductive Confidence Machines for K-
Nearest Neighbors) algorithm. Experimental results on the well-known KDD 
Cup 1999 dataset demonstrate the proposed method is robust and more effective 
than the state-of-the-art intrusion detection method even provided with “small” 
dataset for training. 

Keywords: network security, supervised intrusion detection, TCM, TCM-KNN 
algorithm, machine learning, data mining. 

1   Introduction 

With the increasing of network applications and the attacks coming with it, intrusion 
detection is an urgent and necessary technique for information and national security. 
Intrusion Detection System (IDS) are application systems which automate the process 
network intrusion monitoring process, analyzing and response on real time security 
problems. It plays vital role of detecting various kinds of attacks. 

The two basic methods of intrusion detection are signature based and anomaly 
based [1], [2]. The signature-based method, also known as misuse detection, looks for 
a specific signature to match, signaling an intrusion. They can detect many or all 
known attack patterns, but they are of little use for as yet unknown attack methods. 
Most popular intrusion detection systems fall into this category. Anomaly detection 
focuses on detecting unusual activity patterns in the observed data and they can detect 
unknown attacks compared to the signature based methods while with unavoidable 
high false positives. Moreover, the supervised network intrusion detection is the very 
commonly used and effective branch in signature based methods. They usually adopt 
a lot of mature data mining and machine learning algorithms to construct classifier 
from the provided attack dataset for intrusion detection. 
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In this paper, we propose a new supervised intrusion detection method based on 
TCM-KNN (Transductive Confidence Machines for K-Nearest Neighbors) algorithm 
for intrusion detection. TCM-KNN algorithm is commonly used data mining method 
and effective in fraud detection, pattern recognition and outlier detection. To our best 
knowledge, it is the first time that TCM-KNN algorithm is applied to the field of 
supervised intrusion detection introduced by us. Experimental results demonstrate it 
has good detection performance (high detection rate and low false positives) than the 
state-of-the-art intrusion detection techniques. Most importantly, its detection per-
formance doesn’t deteriorate obviously without adequate attack data for training, 
while the traditional techniques cannot as we all known. In addition, it can be further 
optimized for reducing the computational cost after employing feature reduction. 

The rest of this paper is structured as follows. We overview the related work in 
Section 2 and introduce the principles of TCM-KNN (Transductive Confidence Ma-
chines for K-Nearest Neighbors) algorithm in Section 3. Section 4 details our TCM-
KNN Algorithm for intrusion detection. Section 5 illustrates the relevant experiments 
and evaluations. We conclude our work in Section 6. 

2   Related Work 

In the past decades, various of machine learning methods, data mining methods, espe-
cially supervised methods have been proposed for intrusion detection and have made 
great success [3-7]. 

MADAM ID (Mining Audit Data for Automated Models for Intrusion Detection) 
[14] is one of the best well-known data mining projects in intrusion detection. It is an 
off-line IDS to produce anomaly and misuse intrusion models. Association rules and 
frequent episodes are applied in MADAM ID to replace hand-coded intrusion patterns 
and profiles with the learned rules. ADAM (Audit Data Analysis and Mining) [15] is 
the second most widely known and well published project in the field. It is an on-line 
network-based IDS. ADAM can detect known attacks as well as unknown attacks. 
Association rules and classification, two data mining techniques, are used in ADAM. 
IDDM (Intrusion Detection using Data Mining Techniques) [16] is a real-time NIDS 
for misuse and anomaly detection. It applied association rules, meta rules, and charac-
teristic rules. IDDM employs data mining to produce description of network data and 
uses this information for deviation analysis. 

Other data mining algorithms are also applied to intrusion detection. For example, 
decision tree and fuzzy association rules are employed in intrusion detection [17, 18]. 
Neural network is used to improve the performance of intrusion detection [19]. Sup-
port Vector Machine (SVM) is used for unsupervised anomaly detection [8]. 

However, the detection performance when employing the above traditional data 
mining methods is still not satisfactory. Meanwhile, for the past several years, very 
few effective supervised network intrusion detection methods has been proposed. The 
main reason is that the training dataset especially attack training data for supervised 
learning is very difficult to acquire in realistic network environment, it thus has great 
negative impact on their performances, i.e., results in not very good true positives and 
false positives. Hence, how to boost the detection performance of current intrusion 
detection techniques under the environment of lacking adequate training set for  
modeling is a formidable and promising job. 
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3   Principles of TCM-KNN 

Transduction has been previously used to offer confidence measures for the decision 
of labeling a point as belonging to a set of pre-defined classes [9, 10]. Transductive 
Confidence Machines (TCM) introduced the computation of the confidence using 
Algorithmic Randomness Theory. The confidence measure used in TCM is based 
upon universal tests for randomness, or their approximation. The transductive reliabil-
ity estimation process has its theoretical foundations in the algorithmic theory of ran-
domness developed by Kolmogorov. Unlike traditional methods in machine learning, 
transduction can offer measures of reliability to individual points, and uses very broad 
assumptions except for the iid assumption, that is, the training as well as new (unla-
belled) points are independently and identically distributed. It thus does not make any 
assumption about the data distributions. 

It was proved that there exists a universal method of finding regularities in data se-
quences. Unfortunately, universal tests are not computable, and have to be approxi-
mated using non-universal tests called p-values [11]. In the literature of significance 
testing, the p-value is defined as the probability of observing a point in the sample 
space that can be considered more extreme than a sample of data. This p-value serves 
as a measure of how well the data belongs to a certain class. 

The task of TCM-KNN algorithms can be described as follows: imagine we have a 
training set of n  elements in hand, },...,,{ 21 n

iiii xxxX = is the set of feature values for 

point i  and iy  is the classification for point i , taking values from a finite set of 

possible classifications. We also have a test set of s  points similar to the ones in the 
training set, our goal is to assign to every test point one of the possible classifications. 
For every classification we also want to give some confidence measures. Furthermore, 
we denote the sorted sequence (in ascending order) of the distances of point i  from 

the other points with the same classification y as y
iD . Also, y

ijD  represents the jth 

shortest distance in this sequence and y
iD −  for the sorted sequence of distances con-

taining points with classification different from y . We assign to every point a meas-

ure called the individual strangeness measure. This measure defines the strangeness of 
the point in relation to the rest of the points. In our case the strangeness measure for a 
point i  with label y  is defined as 
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where k  is the number of neighbors used. Thus, our measure for strangeness is the 
ratio of the sum of the k  nearest distances from the same class to the sum of the 
k nearest distances from all other classes. This is a natural measure to use, as the 

strangeness of a point increases when the distance from the points of the same class 
becomes bigger or when the distance from the other classes becomes smaller [12]. 

Provided with the definition of strangeness, we will use Equation (2) to compute 
the p-value as follows: 
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In Equation (2), #  denotes the cardinality of the set, which is computed as the 
number of elements in finite set. newα  is the strangeness value for the test point (as-

suming there is only one test point, or that the test points are processed one at a time), 
is a valid randomness test in the iid case. The proof takes advantage of the fact that 
since our distribution is iid, all permutations of a sequence have the same probability 
of occuring. If we have a sequence },...,,{ 21 mααα  and a new element newα is  

introduced then newα  can take any place in the new (sorted) sequence with the same 

probability, as all permutations of the new sequence are equiprobable. Thus, the prob-

ability that newα  is among the j largest occurs with probability of at most 
1+n

j
. 

4   Intrusion Detection Based on TCM-KNN Algorithm 

From the earlier discussions, we can see TCM-KNN algorithm is good for detect 
intrusions according to the network flow because it is a classical problem of classifi-
cation in essence. In TCM-KNN, we are always sure that the point we are examining 
belongs to one of the classes. 

Figure 1 illustrates the TCM-KNN algorithm applied to intrusion detection. In the 
algorithm, a series of the points represent the network traffic to be determined which 
includes several preset features, such as the connection duration, number of packets 
passed in two seconds, etc. There are only two classes available for intrusion detec-
tion, “0” for normal traffic and “1” for abnormal traffic. Meanwhile, the algorithm 
diagnoses only one point at a time. 

Therefore, according to the algorithm, to find out the strangeness α  for the train-
ing dataset, we require )( 2nO  comparisons, where n  is the number of data instances 

in training dataset. We observe that this step is done off-line and only once, before the 
detection of intrusions starts. However, if n  is very large, the off-line computation 
may still be too costly. In addition, in the process of detection, we should recalculate 
the strangeness value for each test instance whenever the distance between the train-
ing instance and the new instance is less than the largest of the k distances that are 
used to compute the strangeness α . Moreover, the distance calculation cost also 
relies on the dimensions of vectors representing the points. If it is big, it might meet 
the “curse of dimensionality”. Therefore, the computational costs greatly attribute to 
the scale of training dataset and the dimensions of vectors. In this case, to alleviate the 
complexity, we may sample the dataset, employ feature selection, and perform com-
parisons only with the sampled and dimension-reduced data. We perform experiments 
to be discussed in next section that show that this is a reasonable method to handle 
large datasets, with little or no significant deterioration of the results. 

It is worth nothing here that just only classifying the network traffic into two 
classes is reasonable both in theory and practice. TCM-KNN algorithm will benefit 
from it for greatly reducing the computational cost based on the above analyses, and  
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 Parameters: k (the nearest neighbors to be used), m (size of training dataset), c  (available classes, “0” 

for normal and “1” for abnormal), r (instance to be determined) 

 

for i  = 1 to m  { 

calculate y
iD  and y

iD−  according to definition (1) for each one in training dataset and store; 

calculate strangeness α  for each one in training dataset and store; 

 } 

for j  = 1 to c  { 

  for each instance t  in class j  

 if( j
tkD  > dist(t,r)) 

add r  in j and recalculate strangeness for t ; 

for each instance t  not in class j , 

if(
j

tkD−
 > dist(t,r)) 

add r  in j and recalculate strangeness for t ; 

} 

calculate the strangeness of r  for class j ; 

calculate the p-value of r  for class j ; 

classify instance r  as class with the corresponding largest p-value, and with confidence (1- the second 

largest p-value) and return; 
 

Fig. 1. TCM-KNN algorithm 

also the intrusion detection performance will not deteriorate in our experiences from a 
series of adequate experiments. 

When applying the algorithm to the real applications, it should include two impor-
tant phases: training phase and detection phase. In the first phase, three important jobs 
should be considered: 

a) Data collection for modeling: representative data for attack and normal network 
behaviors should be collected for our method to modeling. However, the attack data is 
rare and very difficult to obtain thoroughly, we will solve the problem by adopting 
“small” dataset for training, it is relatively easy and reasonable. The experiments in 
Section 5.2 will detail the discussions. 
b) Feature selection & vectorlize: the core computational cost of our TCM-KNN 
algorithm attributes to the distance calculation of feature vectors. Therefore, we 
should extracted several important features those can distinguish the ongoing attacks 
utmostly and form the feature vectors. For instances, the statistic information of net-
work flow level and packet level will be considered to gather for forming the relevant 
features. They are mostly the same as those in KDD Cup 1999 dataset whose connec-
tions meta infos have been abstracted as 41 features, while in realistic network  
environment, the reduced and extended features must be emphasized. 
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c) Modeling by TCM-KNN algorithm: for the last step, TCM-KNN algorithm intro-
duced in this paper then calculates the strangeness and p-value for each instance in the 
training dataset as discussed in Figure 1, thus to construct the intrusion detection 
classifiers. 

For the detection phase, all the real-time data collected lively from the network also 
should be preprocessed to vectors according to the selected features having been ac-
quired in training phase, then would be directed to the intrusion detection engine 
based on TCM-KNN, benign or malicious traffic would be determined. 

5   Experiments and Discussions 

In order to verify the effectiveness of our TCM-KNN algorithm for the field of intrusion 
detection, we take use of the well-known KDD Cup 1999 Data (KDD 99) [13] to make 
relevant experiments step by step. Firstly, we make contrast experiments between TCM-
KNN algorithm and the most commonly used and effective supervised algorithms in 
intrusion detection, including SVM algorithm, Neural Networks, KNN (K-Nearest 
Neighbors) algorithm; Secondly, we contrast the detection performance of our method 
and the above classical algorithms under the circumstance of lacking adequate training 
dataset (provided with smaller training dataset). Finally, we make experiments in order 
to validate the performance of TCM-KNN algorithm when we selected a feature subset 
from the KDD 99 dataset in case of the “curse of dimensionality”. 

5.1   Experimental Dataset and Preprocess 

All experiments were performed in a Windows machine having configurations Intel 
(R) Pentium (R) 4, 1.73 GHz, 1 GB RAM, and the operation system platform is Mi-
crosoft Windows XP Professional (SP2). We have used an open source machine 
learning framework – Weka [20] (the latest Windows version: Weka 3.5). Weka is a 
collection of machine learning algorithms for data mining tasks. The algorithms can 
either be applied directly to a dataset or called from your own Java code. Weka con-
tains tools for data pre-processing, classification, regression, clustering, association 
rules, and visualization. It includes the machine learning algorithms (SVM, Neural 
Networks, KNN) to be compared with the proposed method in this paper for our next 
experiments. We have used the KDD 1999 Cup labeled dataset so as to evaluate our 
method. 

As our test dataset, the KDD 99 dataset contains one type of normal data and 24 
different types of attacks that are broadly categorized in four groups such as Probes, 
DoS (Denial of Service), U2R (User to Root) and R2L (Remote to Local). The packet 
information in the original TCP dump files were summarized into connections. This 
process is completed using the Bro IDS, resulting in 41 features for each connection. 
Therefore, each instance of data consists of 41 features and each instance of them can 
be directly mapped into the point discussed in TCM-KNN algorithm. 

We sampled our experimental dataset from the KDD 99 dataset. We extracted 
49402 instances as training set for our experiments. They include 9472 normal in-
stances, 39286 DoS instances, 127 U2R instances, 112 R2L instances and 405  
instances for Probe. 
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Before beginning our experiments, we preprocessed the dataset. First, we normal-
ized the dataset. For the numerical data, in order to avoid one attribute will dominate 
another attribute, they were normalized by replacing each attribute value with its 
distance to the mean of all the values for that attribute in the instance space. In order 
to do this, the mean and standard deviation vectors must be calculated: 
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From this, the new instances can be calculated by dividing the difference of the in-
stances with the mean vector by the standard deviation vector: 
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This results in rendering all numerical attributes comparable to each other in terms 
of their deviation from the norm. For discrete or categorical data, we represent a dis-
crete value by its frequency. That is, discrete values of similar frequency are close to 
each other, but values of very different frequency are far apart. As a result, discrete 
attributes are transformed to continuous attributes. 

Moreover, the experiments employed Euclidean distance metric to evaluate the dis-
tance between two points. The metric is defined as follows: 
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where 1Y  and 2Y are two feature vectors, ijY  denotes the jth component of iY  and 

|| iY denotes the length of vector iY . 

To evaluate our method we used two major indices of performance: the detection 
rate (also named true positive rate, TP) and the false positive rate (FP). TP is defined 
as the number of intrusion instances detected by the system divided by the total num-
ber of intrusion instances present in the test set. FP is defined as the total number of 
normal instances that were incorrectly classified as intrusions divided by the total 
number of normal instances.   

5.2   Contrast Experimental Results 

In the contrast experiments, we first used the extracted dataset for training and test. 
Moreover, since the “attack” training data is very difficult to obtain and usually 
scarce, we resampled a smaller dataset (4940 instances) that is ten times smaller than 
that discussed in section 5.1, and the distributions of instances for normal, DoS, U2R, 
R2L, Probe are 922, 3954, 25, 11 and 28 respectively. Hence, we use it to test 
whether our method is still robust and effective when provided with “small” dataset. 
All the experiments are employed ten-fold cross validation method, that is, pick out 
90% of the dataset for training and the rest 10% for test for each time, and repeat it for 
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ten times. We use the average detection performance measures (TP and FP) for 
evaluation. 

The experimental parameters for SVM, Neural Networks, KNN algorithms as well 
as TCM-KNN algorithm were set respectively as follows. We use c-svc SVM algo-
rithm, select radius basis function as kernel type in Weka. For KNN algorithm, k  was 
set to 50, employ linear nearest neighbors search algorithm. As for neural networks, 
we take back propagation algorithm, use only one layer for all the input, output and 
hidden layer. Dimension for the hidden layer is set as (attribute+class)/2. We set the 
parameter K of our TCM-KNN algorithm 50. It is worth noting that in these experi-
ments we repeat the experiments to adjust the parameters of each algorithm for opti-
mization, and use their most ideal results for comparison. Therefore, it would make 
the contrast experimental results more persuasive. 

Table 1. Experimental results on common dataset 

 TP (%) FP (%) 

SVM 99.5 0.01 
Neural Network 99.8 0.01 

KNN 99.2 0.32 
TCM-KNN 99.7 0 

Table 2. Experimental results on smaller dataset 

 TP (%) FP (%) 

SVM 98.7 0.73 
Neural Network 98.3 1.24 

KNN 97.7 4.83 
TCM-KNN 99.6 0.12 

Table 1 and Table 2 show the detail running results of various supervised intrusion 
detection methods both when provided with adequate training dataset and with 
“small” training dataset. It is clear that although our method demonstrates just a little 
higher TP and lower FP than SVM and KNN methods in common cases when pro-
vided with adequate attack data, its detection performance is amazingly good than the 
other methods when lacking adequate attack data for training, since the false positive 
rate of them sharply increased while TCM-KNN not. 

5.3   Experimental Results Using Selected Features 

For the next experiment, we have performed Chi-Square approach on KDD 99 to 
acquire the most relevant and necessary features from the 41 features. It is natural and 
necessary because as discussed in Section 4, the performance of TCM-KNN algo-
rithm may deteriorate when meeting the “curse of dimensionality”. By doing this, we 
can validate if our algorithm is robust and effective under the circumstance of adopt-
ing feature selection as well as reducing the training set to alleviate the computational 
cost. 
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The selected features and the experimental results are listed as Table 3 and Table 4 
respectively. Table 4 shows the performance of our method is good both on original 
KDD 99 (TP=99.7%, FP=0) and on the dataset after employing feature selection 
(TP=99.6%, FP=0.03%). Although the FP increased a little, but it’s still very manage-
able, thus we can argue it is possible to use a reduced-dimension dataset to detect 
anomalies without significant loss of performance. 

Table 3. Feature selection results based on Chi-Square approach 

Rank Feature 
1 dst_host_same_srv_rate 
2 dst_host_diff_srv_rate 
3 dst_host_same_src_port_rate 
4 src_bytes 
5 dst_bytes 
6 count 
7 hot 
8 num_compromised 

Table 4. Experimental results on total and selected features 

 Without feature selection After feature selection 

TP 99.7% 99.6% 
FP 0 0.03% 

5.4   Discussions 

From the above experimental results, we can clear catch that our method based on 
TCM-KNN algorithm prevails over the state-of-the-art intrusion detection techniques. 
Experimental results show it can more effectively detect intrusions with low false 
positives. 

Intuitively, our method fulfills intrusion detection tasks using all the available 
points already existing in training set to measure. Therefore, it could make correct 
detection decision by fully exploiting the strangeness discussed in Section 3 and 4. 
The experimental results both on the “smaller” dataset and on the dataset being em-
ployed feature reduction evident the computational cost of our method could be effec-
tively reduced without any obvious deterioration of detection performance, and it can 
remain good detection performance even training with small dataset than the state-of-
the-art supervised intrusion detection methods. In this sense, we may claim our 
method can be optimized to a good candidate for intrusion detection in the realistic 
network environment. 

In addition, the method does not make assumptions about the data distributions and 
only requires the number of nearest neighbors utilized in the distance calculation. We 
claim the parameter needs not careful tuning and would not affect the detection per-
formance seriously, which is consistent with the arguments in [12]. We employed an 
extensive experiment to support the conclusion and the experimental results are de-
picted in Table 5. The TP and FP measures are little sensitive to the selection of K as  
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Table 5. Experimental results on various K nearest neighbors 

 K=10 K=20 K=50 K=100 K=200 

TP 98.8% 99.1% 99.7% 99.6% 99.3% 
FP 0.01% 0.01% 0.02% 0.03% 0.03% 

the results listed in Table 5. Therefore, in the real applications, we could empirically 
select it without much consideration of its positive or negative effect on the detection 
performance of our TCM-KNN algorithm. 

6   Conclusions and Future Work 

In this paper, we proposed a novel supervised intrusion detection method based on 
TCM-KNN algorithm. Experimental results demonstrate its effectiveness and advan-
tages over the traditional intrusion detection methods. 

There is a lot of future work for us. First, how to reduce the training dataset without 
obvious loss of detection performance is very important, random sampling is not 
enough and combining active learning method [21] with TCM-KNN might be a good 
choice; Second, the most distinguished disadvantage of supervised intrusion detection 
method is that it need a great deal of attack data for building a classifier, this also 
arises in our method proposed in this paper. Therefore, we are working on improving 
the current TCM-KNN algorithm towards applying it to network anomaly detection, 
which only needs the normal data for detect malicious network traffic. Finally, trans-
ductive machine learning methods is a promising machine learning based technique 
for intrusion detection, combining it with other well-known classifiers such as SVM 
(that would result in TSVM method) might boost the classification performance of 
them, thereafter the detection performance when applying them to intrusion detection 
greatly than the traditional single machine learning methods. We will attempt to un-
dertake the relevant research and experiments in our future work. 
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Abstract. Intrusion detection, especially anomaly detection, requires sufficient 
security background knowledge. It is very significant to recognize system 
anomaly behavior under the condition of poor domain knowledge. In this paper, 
the general methods for system calls anomaly detection are summarized and 
HMM used for anomaly detection is deeply discussed from detection theory, 
system framework and detection methods. Moreover, combining with 
experiments, the detection efficiency and real-time performance of HMM with 
all-states transition and part-states transition are analyzed in detail in the paper. 

Keywords: Hidden Markov Model, Host System Calls, Anomaly Detection. 

1   Introduction 

Through pre-defining system normal parameters, for instance, CPU usage rate, 
memory usage rate, file checksum, etc. defined by security experts or deduced with 
statistical method by observing system running, Anomaly detection is comparing the 
system run-time values with the pre-defined parameters to recognize whether or not 
the system is attacked [1]. The difficulty of anomaly detection is how to define the 
normal parameters of the target system, which need sufficient background knowledge 
of system security. So it is very meaningful for real application of anomaly detection 
that detects abnormal behavior under the condition of poor security knowledge.  

Hidden Markov Model (HMM), as a statistical method, is applied successfully in 
speech recognition, information extraction and other classification areas. Terran Lane, 
etc. use HMM for human-machine interface modeling [2], however HMM used for 
anomaly detection is not widely researched [3,4].  

This paper is organized as follows: section 2 is related research in host system call 
anomaly detection. Section 3 is how to sue HMM for anomaly detection. Section 4 
discusses the effectiveness of concerned methods through different experiments. Section 
5 gives conclusions and discusses the future work about HMM for anomaly detection. 

2   Related Research 

Any computer process, essentially, is a program segment. If selection and loop 
sentences do not exist in program, the execution behavior of program is predictable. 
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So if the process is attacked, for example, buffer overflow makes program jumping to 
execute “/bin/sh”, the normal execution of program is destroyed, which can be used to 
detect abnormal behavior of system. Although if program contains selection and loop, 
it shows a certain kind of randomness. But there are some experiments that indicate if 
we partition the enough long system call sequences into small short ones, the different 
short sequences are relatively invariable[6]. For example, if Sendmail program 
generates 7,000,000 system calls, the different short sequences with size 6 is about 
1000. From this, it shows that although randomness exists in system calls, but we still 
can use the intrinsic principles of system calls to detect the abnormal or program 
evidence of being attacked. 

At the point of earliest host system call anomaly detection, Stephanie Forrest’s 
research group of University of New Mexico, provided immune technology that 
detect anomaly depending on identifying “self”. They adopted short-sequence 
matching method, only relying on whether a special short sequence occurrence or not, 
to detect anomaly but not considering the occurrence frequency and distribution of 
short sequence[5]. Additionally, in Stephanie method, system call database stores the 
lookahead pairs with length 0,1,2,…,k, while Hofmeyr extended the method, the 
database does not store lookahead pairs, but continuous short sequences with regular 
length, and the recognition accuracy is improved[6]. 

Frequency-based method, earlier used in text classification, Helman and Bhangoo 
provide frequency-based method to analyze the frequency of normal system calls and 
sort the frequency according to its value, which can be used to detect the system call 
anomaly[7]. Wenke Lee, etc. use RIPPER rule-learning method from data mining to 
learn rules for system normal process running patterns. They use the learned rules to 
monitor the running process, if the running process break the rules, then judge the 
process behavior is abnormal [8]. Since Stephanie Forrest’s short sequence matching 
method is not complete and algorithm defects, Wenke Lee improve the method by 
proposing sliding window sequence matching method, which not only can detect 
abnormal counts, but also the distribution discipline of abnormity. Wenke Lee’s 
method eliminates the incompleteness of short sequence matching algorithm and 
improve the recognition accuracy[8]. In paper[9], Finite state machine (FSM) is used 
to create the description language of system calls, but the method is not good in 
efficiency and practicality. Paper [10] proposes system call based online intrusion 
detection system. 

3   Model Generation 

HMM is a parameterized probability model, which describes the statistical probability 
feature of stochastic process, and develop on the basis of Markov chain model. 
Because in practical situation, the observed events are not one-by-one corresponding 
to states, but related with a group of probability distribution and Markov chain model 
cannot represent this complicated situation. HMM is a dual-stochastic process, one 
Markov chain describing states transition, the other describing the statistical 
corresponding relation between states and observed events. 

As a HMM with N states, the statistical probability feature can be described by  
3-tuple of parameters },,{ BAπλ = . Here, ),,,( 21 Nππππ ⋅⋅⋅=  is the initial probability 
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distribution, which shows the probability at time 1=t and the state iS  belongs to 1q , 

namely, NiSqP ii ≤≤== 1),( 1π . },,2,1,|{ NjiaA ij ⋅⋅⋅==  is state transition 

probability matrix. B  is probability distribution that any observes in observed 
sequence O belongs to each different state. 

About the HMM structure, there are 2 types: full-state-transition HMM and part-
state- transition HMM. In full-state-HMM, transitions between any two states are 
permitted, which is a commonly used HMM in speech recognition [11]. Part-state-
transition HMM has extra-limitations on transition direction and steps. Left-to-right 2-
step, 3-step and multi-step are commonly used part-state-transition HMMs depicted in 
Fig.1. Additionally, there are two types of HMM: discrete or continuous. In discrete 
HMM, B is a probability matrix, while in continuous HMM, B is a observe 
probability density function of a state. As for anomaly detection, for instance, system 
calls of a privileged program, or anomaly user-command modeling, discrete HMM is 
mainly used. For continuous HMM, how to select observe probability density 
function need further study. 

 

（b）3-step HMM （a）2-step HMM 
 

Fig. 1. Diagram of different HMM structure 

HMM-based anomaly detection contains 2 phases: training phase and testing 
phase. In training phase, through using the labeled training data or system calls under 
normal process execution, the HMM model is trained and generated. While in testing 
phase, after feature extraction, the testing data is tested by the learned HMM to 
determine whether the system call is abnormal? In addition, in order to decrease the 
false recognition rate, the detection framework adds a feedback regulation module, 
which can update the model parameters according to recognition results. The 
framework of HMM-based anomaly detection is depicted in Fig2. 

 

Data preprocessing

Model parameters

Feedback regulation

OutputDecision stategyDistance matching

Model training

 

Fig. 2. Diagram of HMM-based anomaly detection 
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The process of HMM-based anomaly detection is as follows: 

Step1: Preprocess input data and feature extraction;  
Step2: Create normal or abnormal system model and learn model’s parameters; 
Step3: Calculate distance between testing data and system model; 
Step4: Select decision strategies; 
Step5: System self-adaptive regulation, updating model parameters according to 
recognition results. 

Here, there are 2 types of decision strategies. One strategy is creating a different 
HMM model vλ  for each attack type of special system calls, in others words, using 

training data with attack labels to train HMM, then we obtain a group of estimate 
parameters },,{ vvvv BAπλ = for each kind of attack. During testing phase, after 

feature extraction, we got the observed sequence { }NoooO ,,, 21 ⋅⋅⋅= , and use learned 

model to compute )(
v

OP λ , then select system call feature with highest likelihood as 

the recognition result, that is: 

)|(maxarg
1

Re
vOP

Nv

sult λ
≤≤

=  (1) 

The detection strategy mentioned above, need complete attacking sample data and 
to label the training data by hand, which is a time intensive job. The other strategy is 
using the normal system call sequences to train HMM, and during the testing period, 
after feature extraction, the observed sequence { }NoooO ,,, 21 ⋅⋅⋅=  use the normal 

system call HMM to calculate )(
v

OP λ . If )(
v

OP λ  is less than a given threshold, 

then label it as a abnormal one. 
As for relatively long learning and testing sequences, we need splitting the long 

sequences into small short ones with sliding windows. There are 2 types of sliding 
window: time window and count window. Time window use a certain time interval 
(i.e. 2 seconds) to split sequences. In this paper, we use count window (a window with 
certain size) to split sequences. For example, for system call sequence 
( )sttt SSSSS ++ ,...,,,...,, 121 , if using size t sliding window, we can get (s+1) sequence 

collections with length t. That is, 

( )tSSS ,...,, 21 ； ( )132 ...,, +tSSS ；…… ( )stss SSS +++ ,...,, 21 ； 

3.1   Full-State-Transition HMM 

Full-state-transition HMM does not exert extra limitations on state transition, which 
permit transition among any states. However, in real application, either system calls 
or user command sequences possesses a certain kind of time sequential relation, 
which can be represented by state transition. In this paper, we use left-to-right HMM 
to simulate this kind of time sequential relation. Additionally, about HMM state 
number selection, there are great deal of achievements in speech recognition, but in 
system call anomaly detection, there are less achievements and fewer efficient rules to 
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guide the selection. Our method is to select various state number by means of 
experiments, so that to evaluate effects of various state number to the experimental 
results. 

3.2   Part-State-Transition HMM 

About part-state-transition HMM, it exits transition direction and transition steps 
constraints. Transition directions, mainly, are left-right, left-to-right or right-to-left. 
Transition step is the constraint of maximum transition interval among states. 

For l -step left-to-right HMM, we set the corresponding value (not in the transition 
location) to zero ( in real algorithm implementation, set the value to a very small real 
number) in probability transition matrix. Formally speaking, if jiorlij >>−  )(  

( Nji ,,2,1, ⋅⋅⋅= ) in },,2,1,|{ NjiaA ij ⋅⋅⋅== , then 0=ija ; otherwise, ija  keeps 

unchangeably.  

4   Experiments and Analysis 

4.1   Experimental Data Description 

In order to verify models effectiveness, we use Solaris sendmail program’s system 
call data as the data source and train HMM models. Solaris itself has a security 
component BSM (Basic Security Module), which can be configured and to record 
security related events. BSM can record 284 kinds of security events as 284 possible 
states of host. Each event includes event type, user ID, group ID, process ID, etc. In 
our experiments, we only use event type, namely, the system call number. 

Collecting the security audit data of host system call is a complicated task, which 
should consider the specialized program’s almost all possible “normal” behavior, and 
then create system call database to store the program normal behavior. The system 
call data source can be collected from real application environment or from artificial 
simulating environments. New Mexico University and CERT of CMU have done lots 
of research, and they provided great deal of system call experimental data that can be 
downloaded from [12]. 

In experiment, we consider the sendmail privilege program’s behavior (normal and 
abnormal). Normal group contains 7,071 system calls. The other 2 groups are 
abnormal behavior, in which intrusion1 (forwarding loops attack) and intrusion2 
(decode attack) include 635 and 373 system calls respectively. Each row of the data 
contains 2 columns: process identifier (PID) and system call number. In this paper, we 
just use system call number to create Markov model. 

In addition, we divide the testing data into 3 parts. The first part, coming from the 
same source of the learning data, is divided the normal system call data into 2 groups 
according to certain ratio, learning group accounts 2/3, and testing group 1/3. The 
second part (intrusion1) and third part (intrusion2) represent the abnormal system call 
records respectively.  
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4.2   Different Model Experimental Results 

In experiment, we split the normal behavior sequences using sliding window 
algorithm, and then using Baum-welch algorithm to train HMM model. For testing, 
the first step is splitting the testing sequence into small segments, then using the 
forward algorithm of the HMM estimate problem to calculate the probability under 
the normal HMM model. If the probability is less than a given threshold (we 

use a)1.0( as the threshold and a is the size of the sliding window). The recognition 

results with different size of window and different state transition models are 
analyzed in the paper. Moreover, the detection real time ability of different HMM 
models are also discussed in the paper in detail. 

4.2.1   Anomaly System Calls Ratio of Different Window Size 
Using normal system call sequences to train HMM, select different window size to 
analyze the testing data. The experimental results of anomaly ratio is depicted in 
Tab1. (Here, the number of hidden states is 2, left-to-right 1-step transition, and the 
data in table is percentage). 

Table 1. Anomaly system calls ratio with different windows size 

Windows 
size 

Anomaly ratio 
of test1 

Anomaly 
ratio of test2 

Anomaly 
ratio of test3 

Average 
difference times 

3 8.02 70.13 58.02 7.99 
4 4.19 65.08 52.87 14.08 
5 4.31 64.42 53.73 13.71 
6 4.36 62.22 51.12 13.00 
7 0.49 55.95 47.85 105.92 
8 0.45 56.76 45.03 113.10 
9 0.29 67.24 54.24 209.45 
10 0.29 61.40 47.50 187.76 

Table 2. Anomaly Ratio of system calls with different transition HMM models 

Transition model Anomaly 
ratio of test1 

Anomaly 
ratio of test2 

Anomaly 
ratio of test3 

Average 
difference times 

（L:0, R:1） 24.43 66.22 65.12 2.69 

（L:1, R:1） 4.98 55.95 47.85 10.42 
（L:0, R:2） 4.55 61.54 55.86 12.90 
（L:2, R:2） 4.48 55.95 47.85 11.58 

From Table.1, it shows that as the window size increases gradually, the anomaly 
ratio of different testing data presents certain diversity. But there exists great 
difference between normal and abnormal system calls. When the size of sliding 
window is greater than 7, the average difference is more than 100 times. Also, when 
size is 9, the difference is the maximum 209.45 times. 
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4.2.2   Anomaly Ratio of System Calls of Different Transition HMM Model 
Use normal system call data to train different transition HMM models, and then use 
different testing data to test, and the anomaly ratio is represented in Tab.2 ( Here, the 
window size is 7, the amount of hidden states 3, and data in table is percentage ). 

In Table.2, (L:a,R:b) represents transition to left a steps, and right b steps. From 
Tab.2, we can say that for different HMM transition models, considering the anomaly 
detection ratio, the left-to-right HMM model is slightly superior over the left-right 
model, but the difference is not obvious. So, different transition HMM models possess 
very little influence on detection effectiveness. 

4.3   Analysis of Detection Real-Time Ability 

The real time ability of Intrusion detection system affects directly the detection 
algorithm’s utility. The program is written with Java under JDK1.4.2 and the 
experimental computer is PIII 800, 256M memory, and 30G hard-disk. Tab.3 
indicates the real time ability for different transition HMM models ( here, window 
size is 7, and hidden state number is 3). 

Table 3. Detection real time ability with different transition HMM models 

Transition 
models 

Training time（
ms） 

testing1（ms
） 

testing2（ms
） 

testing3（ms） 

（L:0, R:1） 450 <1 <1 <1 
（L:1, R:1） 460 10 <1 <1 

（L:0, R:2） 260 10 10 <1 
（L:2, R:2） 701 10 <1 10 

From Table 3, it shows that for different HMM model, the training period is less than 
0.7s and testing period is less than 10ms. Meanwhile, as some part of elements in left-
to-right HMM is eliminated from transition probability matrix, the computation 
quantity decrease and the training phase needs relatively fewer time. So methods 
concerned above, possess great real-time ability, which can meet the real-time 
demands for IDS. 

5   Conclusions  

In this paper, HMM model used for system call anomaly detection is discussed from 
detection theory, system framework, and detection effectiveness of different HMM 
model with full-state transition and part-state transition. Also, combing with 
experiments, the detection real time ability is also analyzed in the paper. 

The experimental results show that using different size of sliding window to split 
training and testing data, the anomaly rate present a certain variance, but there exists 
great difference between normal and abnormal system calls, which says the method is 
practicable. At the point of different transition HMM, the anomaly detection ratio 
with left-to-right HMM is slightly higher than that of left-right HMM, but the 
difference is not much. Concerning the detection real time ability, left-to-right HMM 
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needs relatively less time. However, for each model, the training period is less than 1 
second, and testing period is less than 10 milli-seconds, which can meet the real time 
demands for IDS. 

About HMM-based anomaly detection, it covers a wide range of model 
parameters, such as, state number, threshold, convergence parameters, etc. In real 
application, we need a automatic parameter readjustment mechanisms. Moreover, the 
effectiveness of HMM-based detection used to other application area, for instance, 
other privilege program system calls or user command modeling, should do further 
research. 
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Abstract. Among the challenges in the field of network security man-
agement, one significant problem is the increasing difficulty in identify-
ing the security incidents which pose true threat to the protected net-
work system from tremendous volume of raw security alerts. This paper
presents our work on integrated management of network security data for
true threat identification within the SATA (Security Alert and Threat
Analysis) project. An algorithm for real-time threat analysis of security
alerts is presented. Early experiments performed in a branch network of
CERNET (China Education and Research Network) including an attack
testing sub-network have shown that the system can effectively identify
true threats from various security alerts.

1 Introduction

Network security data are broadly defined as the alerts and reports generated by
network security devices such as intrusion detection system, firewall, anti-virus
software, vulnerability scanner and VPN etc. They provide security adminis-
trators with wealthy information as they intend to detect, analyze and initiate
appropriate responses to security incidents.

However, in practice, making good use of network security data is facing a
lot of challenges. As a matter of fact, as the administrating staff in Central
China Network Center of CERNET (China Education and Research Network)
who take charge of the network management as well as security management for
the networks of over a hundred of universities, colleges and institutes in central
China, we are facing with the problems brought by inefficient management of
network security data everyday, which are also the challenges in the field of
network security management:

– False positives. True threats can hardly be identified from preliminary
alerts because of too many false positives and non-relevant alerts among
them. It is not uncommon for an IDS to trigger thousands of alarms per
day, up to 99% of which are false positives [1,2].

– Alert flooding. Huge network security data streams are flooding the secu-
rity administrators. As indicated in [1], encountering 10-20,000 alarms per
sensor per day is a common fact.

C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 160–171, 2007.
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– Lack of cooperation. The heterogeneity and isolation of security tools have
brought great difficulties in alert management, which make some distributed
attacks remain undetected and cause a lot of redundancy.

– Lack of expertise. Interpreting the security data requires both expertise
of network security technologies and in-depth understanding of protected
networks, which are not widely available [3].

One promising approach to address the above problems is to develop an in-
telligent component to manage and analyze the network security data in an
integrated way, which is also mentioned as security alert correlation system.

Related work on security alert correlation. A lot of approaches to security
alert correlation have been proposed in recent years. Some researchers have pro-
posed practical approaches to alert aggregation [4,5,3,6], which aims to fuse the
alerts triggered by the same or similar attacks, for example, fusing thousands of
alerts triggered by a worm attack into a single report. They either used quan-
titative approaches or rule-based algorithms. In addition, Siraj and Vaughn [7]
proposed an alert fusing approach using fuzzy set.

Another main approach to alert correlation is multi-step attack correlation,
which intends to correlate various alerts generated from a complex attack of
multi attack steps by causal and temporal relationships. One main idea to per-
form multi-stage attack correlation is to correlate the alerts by matching the
prerequisites and consequences definitions of single attack steps. The idea is first
presented by Templeton and Levitt in [8] with JIGSAW: an attack modeling lan-
guage based on prerequisite-consequence relation. This work has been pursued
by Ning et al. [9,10]. The approach is also used by Cuppens and Miege [11] to
add in the work of MIRADOR project [5]. In addition, the method of statistical
causality analysis is used to perform multi-step attack correlation by W. Lee and
X. Qin [12].

These two kinds of approaches generally focus on the purpose of correlating
the alerts with certain relationship into synthetic security reports. But they do
not directly help with identifying true threats from raw alerts, although having
implicit contributions to. In fact, the alert correlation method can also be well
used to identify high-threat or low-relevant alerts. For example, when the vulner-
ability and topology information of the victim machine (e.g. OS types, running
services) is correlated with alert information, it is not difficult to identify the
alerts triggered by a CodeRed II worm attack against a Linux host as false posi-
tives, because Linux is not vulnerable to CodeRed II worm attack. Marty Roesch,
the developer of Snort [13] has introduced a concept called RNA [14]: Real-time
Network Awareness, which aims to provide a running IDS with information
about the protected network to reduce false positives. Kruegel and Robertson
[15] have developed a plug-in to add an alert processing pipeline to Snort to per-
form alert verification with Nessus vulnerability scanner [16]. Porras, Fong, and
Valdes [3] proposed M-correlator which aims to perform alert prioritization by
correlating alerts with the vulnerability report and mission information. The ap-
proach of correlating IDS alerts with vulnerability information is also performed
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by some commercial alert management products [17,18,19]. A formal data model
named M2D2 was proposed by Morin, Me, Debar, and Ducasse [20] to support
correlating IDS alerts with multiple information sources.

This paper presents the work we have done on the approach of identifying true
threat from network security data within the SATA (Security Alert and Threat
Analysis) project, which aims to build up a platform for integrated management
of security data to provide the security administrators with high-level security
knowledge. The introduction to SATA system can be found in our previous
work[21]. This paper focuses on the function of threat analysis of security alerts
based on the last approach to alert correlation introduced above. A preliminary
algorithm for threat analysis of security alerts through alert correlation named
AlertRank is proposed. The algorithm provides scores of reliability, priority,
asset and a final assessment to the degree of threat for each alert, to indicate
how much it poses threat to the current protected network from various aspects.
Although the main contributing factors concerned in the algorithm are based
on conventional terminologies such as severity levels and false positives, the
experiments have shown that in practice it makes good effect in true threat
identification.

The remainder of this paper is organized as follows: the next section describes
the AlertRank algorithm in details; After that, the experiments and discussion
about the result are presented; Finally, we conclude the paper and introduce
ideas for future work.

2 AlertRank Algorithm

The AlertRank algorithm is designed to compute the degrees of threat that
the security alerts pose to the current protected network system through alert
correlation. The incidents are then ranked by their scores of threat. Figure 1
shows the main contributors to alert ranking. Given an alert, the output of the
algorithm is a set of attributes: the scores of Alert threat, Priority, Reliability
and Asset.

Given an alert,

AlertRank----calculate a tuple of attributes :

Consists

     of

Priority:    the severity of  attack classification or interest to the analyzer.

Asset:   the importance of the target.

Alert_threat: the overall assessment of threat.

Reliability:  the probability of the attack to succeed.

Fig. 1. Main Contributors to Alert Ranking
.
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2.1 Priority Score Specification

The specification of priority scores provides the administrators a means to tune
the threat values of the security alerts representing the attack behaviors of their
concern or the attack classes with known severity levels.

There are two ways that contribute to the priority scores in SATA system.
The first way is to specify the priority scores through security policies, and the
other is to set the priority scores by default setting. Given an alert, if it matches
one of the priority policies, then its priority score is set according to the policy,
otherwise, to the predefined priority score of its alert type.

Priority Policy. To illustrate the priority policies, Figure 2 shows a sample
priority policy, which means, as to the alerts reported by sensor 211.69.xx.111
(a Snort IDS) at anytime, if it is from the external network and target at the
host of 211.69.xx.103 at the port of 3306 within the signature group of Mysql
attack, the priority score of this alert should be set to 4.

Priority_policy[

PRIORITY_POLICY_ID 1013

SOURCE  EXTERNAL_NETWROK

DESTINATION     211.69.xx.103

PORTS     3306

SIGNATURE_GROUP     Mysql attack

SENSOR_IP 211.69.xx.111

TIME RANGE   Mon 0h  Sun 23h

PRIORITY 4

]

Fig. 2. A sample policy for priority specification

Default Priority. The system has predefined default priority scores to every
supported alert types. These values derive from three ways. First, some secu-
rity tools already have particular fields in their report format representing the
severity levels of the alerts. Second, priority specification already exists in the
vulnerability specifications in CVE [22] as well as a Nessus vulnerability report.
Third, the priority value is defined by administrators according to experienced
knowledge. For example, consider an alert generated from Iptables firewall named
Iptables:Accept which always carry no threat to the protected network, so the
default priority score of this report type can be defined to be very low.
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Table 1. VULNERABILITY DEPENDENCY DATABASE DEFINITIONS

Field Type Description

SATA Incident ID A unique identification to the supported incident types in
this database. Not all the supported report types are associ-
ated to SATA Incident IDs.

SATA Incident Name The name of the incident given by SATA system
Incident Classification A broad classification scheme for attack types
Vulnerable OS The list of the OS types and versions which are vulnerable

to this incident.
Bound Ports/Services The list of targeted ports/services.
Related alert types The list of possible following alerts if this incident succeed

in execution. It is a list of pairs of Plugin id and Plugin sid
which represents the alert types.

Applications and Versions The list of required applications and versions that must be
enabled on the targeted host.

Description Human readable incident description
Nessus ID Nessus ID [16]
CVE ID CVE ID [22]
Bugtraq ID Bugtraq ID (http://www.securityfocus.com/bid)

2.2 Reliability Formulation

The reliability score represents the probability of the reported security incident
to succeed in execution or achieve its goal.

The algorithm calculates the reliability scores through three ways: the Reli-
ability Correlation function, Reliability Policies, and from the default reliability
levels. Given an alert, if the vulnerability dependency information related to
this attack type has been defined in the knowledge base, then the alert informa-
tion is correlated with the vulnerability and topology information of the target
host and Bayesian Network is used to compute a probability for its reliability
scores. This process is called Reliability Correlation. Otherwise the reliability is
set through either the reliability policies defined by administrators or the pre-
defined reliability levels. A Reliability level is an integer between 1 to R0 with
R0 represents the max Reliability level defined in the system, which is defined to
be 10 in our system. A transforming function is then performed to convert the
value of reliability level to reliability score which is a probability value between
0 and 1.

As the formulation of reliability policies and default reliability levels are simi-
lar to those for Priority formulation introduced before, the following subsections
will focus on the function of Reliability Correlation.

Vulnerability Dependency Database. A vulnerability dependency database
is required by the reliablity correlation function. It is maintained to provide in-
formation of the necessary vulnerability requirements for some incidents to suc-
ceed in execution. Only the incidents that have certain dependencies on specific
vulnerabilities are included.
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Table 1 presents the definition of entries in the vulnerability dependency
database. The main content of this database generally derives from the National
Vulnerability Database [23], with some augmentation and adjustments.

Reliability Correlation. Figure 3 shows the five factors that contribute to
verifying a successful attack, including OS types, open ports and services, ap-
plications and versions, vulnerability report ID, and possible outcome of the
incident. The facts that some of them are proved to be satisfied or unsatisfied
on the target machine can reflect on corresponding adjustments of reliability
score of the alert. In fact, the purpose of the reliability correlation process is to
verify whether or not the vulnerability requirements (the five factors) of a given
alert are satisfied in the real environment (the near real-time scanning results
generated by network scanners).

Fig. 3. Main Contributors to a Successful Attack

For each contributing factor, a special matching function is encoded. As to
the OS types matching, one thing should note is that sometimes the vulnerable
OS types are specified as Debian or Redhat in our vulnerability database, while
the topology scanners may simply report as Linux with version number. The
matching function should be capable of dealing with these situations. For the
vulnerability ID matching, the Nessus ID suite is used. As to the matching
of version numbers of OS types and applications, the latest vulnerable version
numbers are defined while the version number detected below these values are
recognized as matched.

When it comes to the verification of outcome, the matching function tries to
search the alert pool for the alerts of the Related Alert Types specified in the
vulnerability dependency database and with the same target or source to the
given alert. For example, an incident raised by a network IDS representing a
data theft is possibly followed by the reports of host IDS on the target machine
representing integrity violation if it succeed in execution. When there exist the
related alerts occurring in a time range T (by default, T=2s), the algorithm
deems the outcome of the incident to be matched.

The result of the matching function is a 5-tuple:

Reliability Correlation Result[Application, Vuln ID, OS, Port, Outcome]

with the value ∈ {yes, no, unkown}.
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The reliability score is then formulated using Bayesian Network with the result
of the matching functions as inputs. Figure 3 also shows the Bayesian Network
we used in reliability calculation, while Figure 4 shows part of a sample CPT that
can be used in the system. In this Bayesian Network, the root node represents a
successful attack. The probability of a successful attack (the root node) is related
to the correlation results of the leaf nodes by means of Conditional Probability
Tables (CPTs). This probability is the final reliability score of related alert.
When all the attributes of the correlation result are unknown, the reliability
score is set to the average reliability score, which is 0.5 by default.

Fig. 4. Part of a Sample CPT

By using Bayesian Network, the reliability scores can be computed even with
very limited information input. While the CPT is tuned by expertise in initial-
ization, it can be updated in run-time according to the results of the correlation
function during a period of time.

Reliability Level Transformation. The reliability level generated from reli-
ability policies and default reliability setting should be transformed to a decimal
value between 0 and 1. This procedure is also to change the predefined reliability
levels to adapt to the running state. Here is the formula used in the function of
Reliability Level To Score:

Reliability =
Reliability level

R0
Max Rel(Max Rel−Min Rel)+Min Rel (1)

where the Max Rel and Min Rel are used to define the scale of meaningful
reliability scores calculated by Bayesian Network, which are set to 0.1 and 0.9
by default respectively but will be changed dynamically according to the running
state. The R0 represents the max Reliability level defined in the system.
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2.3 Asset Specification

The Asset score is specified to each asset to indicate the importance of this asset,
which will contribute to the overall threat scores of the incidents targeting at
this asset. The Asset score is set by administrators with an integer between 1
and 5. For example, the Asset score of the critical servers can be set to 4 or
higher, while the Asset score of an ordinary PC is specified to 1. A default Asset
score is given when no asset specification to the target host is given.

AnAsset score can be specified for either a single host or a network. For
instance, we can specify the asset scores of a whole staff network with the same
value, as the assets share the same criticality to the protected network.

2.4 Alert threat Formulation

The alert threat score represents the final assessment of the threat of a given
alert. It is a combination of reliability, priority and asset. The key point of this
matter is to control the weight of each score to balance their impacts to the
overall threat score.

Alert threat = (δ1 ∗ Reliability + δ2 ∗ Priority + δ3 ∗ asset)/δ4 (2)

δi > 0,i=1,2,3,4
The four parameters in the formula represent how much the three attributes

contribute to the final threat value. By default, we use the average weight of
each factors:

δ1=10, δ2=1, δ3=2, δ4=3

Fig. 5. Experiment Environment
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The parameters can be tuned according to the running results, to make the
threat assessment result to be more accurate.

3 Experiment

To validate our approach, we performed experiments in a branch network of
CERNET (China Education and Research Network) including four enclaves (as
shown in Figure 5), and each enclave is protected by a firewall and a Snort IDS
except the open computer center. There are some critical assets within each
enclave. The SATA server is deployed in the security lab and every security
devices are connected to it.

We continuously ran the testing version of SATA system for two weeks and
performed a set of attacks in the attack testing bed, while some background
attack traffic is also detected in the experiment network.while some background
attack traffic is also detected in the experiment network. The attacks we per-
formed include:
– Several times of Brute forces attacks.
– DDoS attacks and some simple DoS attacks such as synflooding.
– A worm attack in the attack testing bed with the Windows hosts being

separated from the external network by firewall.
– Attacks related to back door or trojan activities on testing machines.
– Attacks against web servers.
– Several scans, illegal logging and some abnormal behaviors.
– Miscellaneous attacks using downloaded attack tools.

Fig. 6. Alert Ranking Interface
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Figure 6 demonstrates the final alert ranking result of the alerts in the whole
week. The incident of the greatest threat in the ranking list is generated by a
LSASS worm attack against Windows hosts which is performed by us. The asset
scores of some of the infected hosts are set to be the highest values deliberately
(9 or 10). The other alerts of highest threat scores include attacks against the
Server-U ftp servers, DoS attacks, brute force logging attempts and so on. The
numbers behind the name of the incidents in Figure 6 represent the amount of
raw alerts before aggregation. We have verified all of these incidents ranked as
true threat by the algorithm are against mission-critical hosts. In addition, we
also noticed the alerts triggered by the LSASS attack against Linux hosts of the
threat scores less than 2.5, which is a very low value.

According to the threat scores, the alerts are verified and divided into 5 levels:

1. The alerts of the greatest threat. Accounting for 4% (approximately). The
alerts with the threat scores in a scale of 8 to 10, the majority of which
targeted at critical assets and were of high priority and reliability.

2. High-threat alerts. Accounting for 14%. The alerts with the threat scores in
a scale of 6 to 8.

3. Mid-threat alerts. Accounting for 25%. The alerts with the threat scores in
a scale of 5 to 6, mostly ordinary IDS alerts.

4. Low-threat alerts. Accounting for 35%. The alerts with the threat scores in
a scale of 2.5 to 5. Mostly the events logged by web servers and OS syslogs.

5. Possible false alerts. Accounting for 22%. The alerts with the threat scores
less than 2.5, which are most likely to be false positives.

Most incidents ranked at the top of the ranking list have been verified to be
of high threat in practical, and on the other hand most attacks performed by us
that we considered as true threat were ranked to be high-threat alerts. So these
experiments have shown that our system can effectively identify the true threat
alerts. But it is also revealed that this threat assessment result largely depends
on the policies and asset scores specified by security administrators, which means
the human factors impact the result of our preliminary AlertRank algorithm too
much, thus more technical factors should be added in the algorithm which is our
future work.

4 Conclusion

This paper presents our work on true threat identification through alert correla-
tion within SATA (Security Alert and Threat Analysis) project, which aims to
build up a platform for integrated management of security data to provide high-
level security knowledge. An algorithm for real-time threat analysis of security
alerts called AlertRank is presented.

The AlertRank algorithm aims to provide metrics to the function of threat
analysis of network security incidents. In this paper we presents the prelimi-
nary version of the algorithm, by which scores of reliability, priority, asset and
a value represents the final assessment of the degree of the threat are calculated
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and attached to each alert. These scores are generated by correlation with secu-
rity policies specified by security administrators and vulnerability and topology
information of the running network system. Bayesian Network is used in the
reliability calculation function which aims to estimate the probability of the at-
tacks indicated by reported alerts to succeed in execution. Although the main
contributing factors concerned in the algorithm are simply based on conven-
tional terminologies such as severity levels and false positives, the experiments
performed in a branch network of CERNET with an attack testing bed have
shown that its performance in true threat identification is satisfactory.

As future directions, we intend to research on some other factors that con-
tribute to the threat assessment of network security incidents (e.g. the probabil-
ity of following attacks) through experiments on real attack data, and then seek
the way to integrate those factors to improve the AlertRank algorithm.
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Abstract. Vulnerabilities in network protocol software have been problematic 
since Internet infrastructure was deployed. These vulnerabilities damage the re-
liability of network software and create security holes in computing environ-
ment. Many critical security vulnerabilities exist in application network services 
of which specification or description has not been published. In this paper, we 
propose a security assessment methodology based on fault injection techniques 
to improve reliability of the application network services with no specifications 
published. We also implement a tool for security testing based on the proposed 
methodology. Windows RPC network services are chosen as an application 
network service considering its unknown protocol specification and are  
validated by the methodology. It turns out that the tool detects unknown  
vulnerabilities in Windows network module. 

Keywords: Security assessment, Fault injection, RPC (Remote Procedure Call), 
Software security, Buffer overflow. 

1   Introduction 

A real-world system is always likely to contain faults. There have been so many ef-
forts to remove the faults, but unknown vulnerabilities are reported without a break. 
As one of promising technologies for detecting and remedying the faults, fault injec-
tion has long been used, mainly in the hardware engineering communities. The phi-
losophies are now available for software. Fault injection (or Software fault injection in 
a more specific term) is an approach whereby an auditor uses the sets of scripts de-
signed to feed a program with various inputs, different in size and structure. It is usu-
ally possible to specify how these inputs should be constructed and maybe how the 
tool should change them according to the program’s behavior.  

There has been much research related to fault injection techniques in order to vali-
date network protocols with published specifications and descriptions such as RFC 
documents. However, most of critical security vulnerabilities like Blaster [1] and Sas-
sor [2] were found in application network services of which any specification or  
description has not been published yet. In case of Windows system, lots of critical 
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vulnerabilities have been found in RPC network services, which are application net-
work services and have no protocol specification and description unlike TCP/IP and 
HTTP. Table 1 shows the statistics of security vulnerabilities found in Windows oper-
ating system from 2003 to 2005. The statistics show there are lots of security vulner-
abilities in application network services with no published protocol specification and 
description. The vulnerabilities in application network services are serious problem 
because attackers can exploit victim systems remotely and can make a critical worm by 
making use of the vulnerabilities. It is urgent to design a security assessment method-
ology for application network services with no published protocol specification.  

In this paper, we propose a security assessment methodology for improving reli-
ability of network software with no published protocol specification. We observe that 
the size of the potential space of input is drastically reduced when only parameter 
field is considered as the region of fault data injection. The proposed methodology 
improves the efficiency of security assessment for application network services by 
feeding fault data to the parameter field of a target function in network packet. The 
methodology is tested by implementing a tool for security testing. Windows RPC 
network services are chosen as an application network service considering their un-
known specification and are validated by the proposed methodology.  

Table 1. Statistics of Windows security patches released from Microsoft during 2003~2005 

Module name Number of patches released Percentage 
Application network service 25 17% 
Internet explorer 16 11% 
Application server 15 10% 
MS office 8 5% 
Local service 8 5% 
Outlook 7 5% 
Windows shell 6 4% 
Media player 5 3% 
MS messenger 3 2% 
Etc 58 38% 
Total 151 100% 

This paper is organized as follows. Chapter 2 reviews related researches. In  
Chapter 3, a new security assessment methodology for application network services is 
introduced. Chapter 4 describes the design and implementation of the methodology. 
Experimental results are presented in Chapter 5. Finally, Chapter 6 draws conclusions. 

2   Related Works 

Fault injection has been proposed to understand the effects of real faults, to get feed-
back for system correction or enhancement, and to forecast the expected system behav-
ior. A variety of techniques have been proposed. Among them, software-implemented  
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fault injection (SWIFI) [3] has recently risen to prominence. MAFALDA [4] uses an 
experimental approach based on SWIFI targeting both external and internal faults for 
microkernel-based systems. Fuzz [5] and Ballista [6,7] are research projects on the 
robustness of UNIX system software. Fuzz, a University of Wisconsin research pro-
ject, studied the robustness of Unix system utilities. Ballista, a Carnegie Mellon Uni-
versity research project, studied the robustness of different Unix operating systems 
when handling exceptional conditions. Ballista performs fault injection at the API level 
by passing combinations of acceptable and exceptional inputs as a parameter list to the 
module under test via an ordinary function call, while Fuzz feeds completely random 
input to applications without using any model of program behavior. The Wisconsin 
team extends their research to the robustness of Windows NT application [8] in 2000. 
These researches and practices prove the effectiveness of fault oriented software ro-
bustness assessment. But their approaches are not considered to be directly applicable 
to examine network protocol implementations, since this test requires a solid knowl-
edge base of protocol specification, a test engine for state transition, and a comprehen-
sive method for message mutation.  

In [9], published in 2002, Aitel describes an effective method, called Block-Based 
Protocol Analysis, implemented in SPIKE [10]. Protocols can be decomposed into 
length fields and data fields. Aitel’s method can drastically reduce the size of the 
potential space of inputs. A good practice has been conducted by PROTOS project 
[11], which adopted an interface fault injection approach for security testing of proto-
col implementations. Surprisingly, it successfully reported various software flaws in a 
few protocol implementations including SNMP, HTTP and SIP [12], many of which 
have been in production for years. More importantly, some defects caused either DoS 
(Denial of Service) or total compromise of gateway services. This raised a warning 
for the security of future technologies. The public test suite from PROTOS has been 
integrated into many vendors’ product test procedures to promote software robust-
ness. We believe it introduced a pragmatic functional method for assessing protocol 
implementation security. Despite an effective experiment for security-oriented soft-
ware robustness testing, PROTOS must need the complete description of protocols 
and the states of audited programs software. However surprisingly, most of critical 
security vulnerabilities have been found in application network services without pub-
lished specification and description. Unfortunately, there has not been any systematic 
approach to detect security vulnerabilities in such services. Therefore, security as-
sessment for application network services without published protocol specification is 
urgently needed.  

3   Security Assessment Methodology for Application Service 

In this chapter, we propose a novel methodology for security assessment to enhance 
the reliability of application network services. The methodology uses fault injection 
techniques in order to validate the robustness of application network services. 

3.1   Methodology 

The proposed methodology for security assessment is focusing on detecting system 
faults, such as buffer overflow and DoS, in an application network service when  
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functions of the network service are activated. The methodology feeds fault data to 
the parameter field of target function in network packet in order to raise the efficiency 
of security assessment for an application network service. 

As depicted in Figure 1, the proposed security assessment methodology consists of 
3 phases: analysis, implementation, and experiment phases. Analysis phase is the first 
phase analyzing protocol specification of target application network service. Imple-
mentation phase is the second phase implementing security assessment module. Ex-
periment phase is the last phase experimenting target network service by making use 
of security assessment implemented in implementation phase. Each phase again con-
sists of two or three steps, making eight steps in total, where one cycle of the assess-
ment is completed from Step 1 to Step 7. Step 8 acts as an optimization procedure to 
improve the efficiency of vulnerability check by modifying network packet genera-
tion code after the result analysis of fault injection. The details of each step are de-
scribed below.  

 

Fig. 1. The methodology for security assessment in application network service 

3.1.1   Analysis Phase 
In analysis phase, we analyze the protocol specifications of a target application net-
work service. 

Step 1: Selection of target network service & function 
First of all, a target application network service and its functions are chosen to verify 
the vulnerabilities of a target system. The target network service has to be selected by 
considering its priority and the affect when there are defects in network services. 
Next, target functions, which have a string as a parameter, are selected in the network 
service because they have the high possibility of buffer overflow.  
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The selection procedure of the target application network service might be greatly 
reduced as follows. First, a “Start type” network service is considered as the target 
application network service. A network system has a lot of network services. Some of 
them start automatically at system booting and others are started manually by the 
administrator. Especially, a network services running as “Auto” in start type has big 
impact on users of network system throughout the world, if it contains vulnerabilities. 
We hence put more priority on the network service set to start as “Auto”. Second, an 
interface function with a string argument is selected as a target function because one 
of the main purposes of the proposed methodology is to identify vulnerabilities of 
buffer overflow type. 

Step 2: Implementation of sample program calling target function 
A sample program, calling target functions, is coded for analysis of packets. The run 
of the sample program generates network packets for calling a function of the target 
network service in the remote computer. We capture the packets for the next calling 
of the same function, where fault data are injected to the replayed packets. The re-
quired information for the program can be obtained in API usage document like 
MSDN [13]. If a sample source code is available in the document, we can use and 
compile it. If not, we directly code a sample program with header and library file 
name for calling the target function. It is desirable that a sample program is coded as 
simply as possible because we need only the packets necessary to call a function of 
the target service.  

OS level of authentication should be passed to call the target function in an appli-
cation network service. It is important that the calling program meets the authentica-
tion requirement of each network module and OS. For example, Windows RPC net-
work services run SMB (Server Message Block) [14] protocol and named pipe for 
remote function execution. First step to call the target function is to establish IPC$ 
share in the target computer. We can connect to the IPC$ share with null ID and 
password and functions can be called under that connection. However, the call can 
fails if the service itself refuses to be accessed.  

Step 3: Capture & analysis of network packet 
To understand the communication protocol and calling mechanism, required in the 
function call of the target application network service, we capture network packets to 
the target computer by running the sample program. The collected packet consists of 
network communication protocol and the function call. In this step, we analyze the 
protocol stack for the connection to the remote application network service and iden-
tify the configuration of fields in each protocol. In case of Windows RPC network 
services, all packets to the remote stub functions are carried into SMB protocol. So 
we only capture packets with 445 in the destination port. Unless the port information 
is available, network packets need to be collected, regardless of port number, and to 
be filtered. Figure 2 shows the analysis of the packet calling “NetrWkstaGetInfo()” 
function in workstation service. The number 1~14 are packets of SMB network 
communication protocol and the number 15~19 are packets of function call. 

In Step 3, it is important to search for parameter field of function in captured 
packet. As noted above, the efficiency of security assessment for application network 
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Fig. 2. Capture of packets calling NetrWkstaGetInfo() function in workstation service 

services might be improved by feeding fault data to only parameter field of target 
function in network packet. This reduces the size of the potential space of input when 
only parameter field is considered as the region of fault data injection. 

3.1.2   Implementation Phase 
In this phase, we implement security assessment module by making use of fault injec-
tion techniques. 

Step 4: Implementation of networking module 
Step 4 is the first implementation stage for security assessment. In this step, we im-
plement the common network communication part in order to send the captured pack-
ets to the target system. We find that the contents of packets, related to network com-
munication, are similar in the different function calls except the part regarding the 
actual function call. It makes it easy to create a module and improve the readability 
and maintenance in the source code. In our tool, the networking module is imple-
mented by making use of communication library in SPIKE [10]. 

Step 5: Implementation of fault data generation module 
Step 5 implements the generation of packets to call the target function with fault data 
that is applied to the parameter of the function, passed to the remote target system. A 
method for fault data generation is described in Section 3.2. Depending on how to 
generate the fault data which will be applied to the parameter field of target function, 
the result of verifying the defects in target application network service can vary. To 
enhance the experiment, we should follow up the results of fault injection and make 
improvement in the generation of fault data. 

Step 6: Automation of fault injection 
Fault data injection should be iterated automatically in order to cause system fault on 
the target system. It improves the efficiency of security assessment by being able to 
inject various fault data as a parameter of the target function in an application network 
service. Number of fault data injections stands for confidence of security assessment. 
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3.1.3   Experiment Phase 
In this phase, we experiment the target network service by making use of security 
assessment implemented in Phase 2. 

Step 7: Execution of fault injection & result analysis 
Step 7 injects fault data to the target application network service, and captures re-
sponse packet from the target system by making use of packet dump tool like Ethereal 
[15], and analyzes the response packet in order to check whether the target network 
service has a fault or not. The responses from the target system are one of the target 
network services or one of lower layer module which takes charge of network com-
munication. In some cases, the target system does not reply for fault data injected. 
Analysis of responses is very helpful for identifying the following information. The 
information is used for optimization of fault injection on parameters in Step 8. 

• Activation state of target application network service 
• Existence of abnormal behavior in target application network service 
• Existence of abnormal header assemble of packet sent to target system in advance 
• Existence of abnormal communication process used for establishing connection to 

target system.  

Step 8: Optimization of fault injection parameter 
If there is no fault in the target system, we might be sure that the target application 
network service has no security vulnerability. However, if the percentage of response 
from the target network service is lower than 5%, we become aware that injected 
packet has not reached to the target network service. In such a case, we should im-
prove the process of packet generation so that the packet including fault data can 
successfully reach to the target network service. It is desirable to inject fault data to 
the parameter of string type in order to raise efficiency of security assessment. 

3.2   Method for Fault Data Generation 

Proposed methodology feeds random data in format of string generated by the meth-
ods of TRY1 and TRY2. Each method is used for generation of fault data described in 
Step 5 of the proposed methodology. TRY1 makes a string with SPIKE [10] global 
string set. There are 580 different strings in the SPIKE global string set. TRY2 makes 
a string having 4 types of string formats which consists of various characters and 
various sizes. Details of TRY2 method are described below.  

The TRY2 method makes random data to cause system faults, such as buffer over-
flow or DoS, in application network services of the target system. To do this, the 
TRY2 creates a string for occurring failure with Equation 1. The function ),( yxgf  
returns a random string considering the format of string for parameter used in the 
function of application network services.  

stringoflengthy

TypeTypeTypeTypex

UniNumAscg

FFFUFNFCfwhereyxgfStringRandomFormated
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The function f stands for the function that returns a string which is suitable for the 
format of parameter used in the target function. Using random data returned from Asc, 
Num and Uni, f makes four types of string formats. The string is used as the value of 
parameter in order to perform fault injection techniques for examination of reliability 
in application network services of the target system. f consists of four functions such 
as FF, FU, FC and FN. 

• Format of File name(FF): FF returns a string according to the format of file name 
using random data made by g 

• Format of URL(FU): FU returns a string suitable for the format of URL using 
random data returned by g 

• Format of only Character(FC): FC returns a string suitable for the format of 
character, so uses original random data returned by g 

• Format of only Number(FN): FN returns a string suitable for the format of number 

FC and FN create strings returned from Asc, Num and Uni without change. FF 
adds extension of file name to random data made by g according to the format of file 
name. FU modifies the random data according to the format of URL. The reason why 
the TRY2 method uses the format of four types in function f is that these types of 
strings are more reachable to inside of the target function in an application network 
service. That means these types of strings have high possibility causing buffer over-
flow in an application network service of the target system.  

The function g stands for the function that returns a string which consists of ran-
dom characters, selected among ASCII, number or unicode. Variable x and y are se-
lected as the parameter of g. x is the value selected among ASCII, number or unicode 
and y is the length of a returned string. Function g generates a string according to type 
and length. Function Asc returns the string according to Equation 2.  

stringoflengthL

TypeTypeTypeTypeT

TxxxxSelectwhereLTSelectLTAscStringRandom

=
=

∈∃=×←=

},4|3|2|1{

)},(|{)()(),(
  (2) 

We divide acsii code into four types as shown in Table 2. Each type indicates es-
cape character, special character, number and alphabet. In Equation 2, T means the 
kind of Type and L means the length of string. We confine the decimal number of 
ASCII code to 127.  

Table 2. The value that can be inserted in Asc function 

Type Decimal number of ASCII code Contents 
Type1 0 ~ 31 Escape Character 
Type2 32~47 | 58~64 | 91~96 | 123~127 Special Character 
Type3 48~57 Number 
Type4 65~90 | 97~122 Alphabet 

Next, function Uni has only the parameter related to length of string. The Uni gen-
erates a string of unicode with random size and random character set. 
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Last, function Num generates the value that overflows boundary value of number 
such as int, unsigned int, long and so on. The values are used to derive an integer 
overflow in process of managing in parameter of the target function. The function 
Num generates the range of value according to Equation 3. Type1 feeds only value of 
boundary in parameter of the target function. Type2 adds a positive value to boundary 
to cause overflow and Type3 adds a negative value to boundary to cause underflow in 
the function of the target application network service. 

}|{

},0|31^2|31^21|32768|32767{

},132^2|131^2|65535|32767{
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NBPBBwhereFBFBNum

∈∀=
−−−−=

−−=
=+←

          (3) 

Type1 case: Num(B, 0) 
Type2 case: Num(PB, N) where N is positive number 
Type3 case: Num(NB, N) where N is negative number 

4   Design and Implementation of Security Assessment 

In this chapter, we present the implementation of the proposed methodology. The 
proposed tool performs the fault injection technique by feeding random value in target 
in order to trigger the failure of an application network service.  

The implemented tool has the following main components: TCP/UDP Sender, 
Packet Generator, Fault Data Generator, and Fault Data Set. In the tool, the core 
module is Fault Data Generator because this module creates a random data for caus-
ing system fault in an application network service. The TCP/UDP Sender and Packet 
Generator are implemented by making use of public library provided by SPIKE [10].  

5   Experimental Result 

We make experiment on the proposed methodology using the implemented tool. The 
operating system(OS) used for experiment is Windows XP SP2(Service Pack 2). We 
focus on Windows RPC network services as the target application network service for 
security assessment.  Windows RPC is a core subsystem that implements a remote 
procedure call method, and used for local processes communication as well as remote 
procedures calls. Most of Windows network services using DEC-RPC are daemon 
processes, which start at system boot time. In this experiment, the target network 
services using DCE-RPC are workstation service, server service, and browser service. 
The condition of security assessment for each function of the target network service is 
described as follow. 

• Number of fault data injection: 100,000 times 
• Type of fault data injection: fault injection on parameter of target function 
• Type of fault data generation: TRY1/TRY2 
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Table 3. Results of experiment on security assessment for Windows RPC network services �

Result of fault injection Module 
name 

Target function name 
Response type from target system Ratio 

Response from target service 7.17% 
Response from lower protocol module 15.72% 

NetrMessageBuffer-
Send() 

No response 77.11% 
Response from target service 10.92% 
Response from lower protocol module 10.85% NetrUseGetInfo() 
No response 78.23% 
Response from target service 10.18% 
Response from lower protocol module 11.66% 

Workstation 
service 

NetrUseDel() 
No response 78.16% 
Response from target service 9.15% 
Response from lower protocol module 15.63% NetprNameCompare() 
No response 75.22% 
Response from target service 23.94% 
Response from lower protocol module 13.12% 

Server 
service 

NetprPathType() 
No response 62.94% 
Response from target service 17.58% 
Response from lower protocol module 0.64% 

BrowserrSetNetlogon-
State() 

No response 81.78% 
Response from target service 0% 
Response from lower protocol module 19.86% 

Browser 
service 

BrowserrServerEnum()
No response 80.14% 

Table 3 shows the result of experiment on security assessment for Windows RPC 
network services. In the several functions, although we confirm that the input packets 
reach to the target function by making use of debugger program like WinDBG [16], 
the ratio of response from the target network service is zero. That means some 
functions do not respond to invalid input data. For the rest of target functions, the 
ratio of response from target function is above 5%. That means our experiment is 
realiable for security assessment of the target network service. We find unknown 
vulnerability causing DoS in SMB module when we make an experiment for “Brows-
errSetNetlogonState()” function in browser service. The target system exposed under 
the vulnerability does not accept SMB connection using 445 port from remote system. 
No fault is found in the target system during experiment on the rest of the functions. 
Therefore, we conclude that the target functions of Windows network services have 
no fault, except for the SMB DoS vulnerability, based on the proposed methodology 
using fault injection techniques. 

6   Conclusion 

Fault injection has been widely used to evaluate the dependability of a system and to 
validate error-handling mechanisms. This technique consists of introducing faults 
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during an execution of the system under test and then observing its behavior. We 
conclude by summarizing the main contributions of our work: 

• A noble security assessment methodology for application network services has 
been proposed. 

• We designed and implemented the proposed methodology as a tool for secu-
rity assessment of application network services.  

• An experiment on the proposed methdology was provided. Windows RPC 
network services are chosen as an application network service for the experi-
ment. As we mentioned in Chapter 5, we have found unknown vulnerability 
causing DoS in SMB module when we perfomed an experiment for browser 
service. We confirmed that target functions of Windows network services have 
no fault, except for the SMB DoS vulnerability, based on proposed methodol-
ogy using fault injection technique. 

The proposed methodology has several advantages:  

• It can validate the reliability of application network services without published 
protocol specification and description.  

• It improves the efficiency of security assessment for application network ser-
vices by feeding fault data to the parameter field of the target function in net-
work packet. We can drastically reduce the size of the potential space of input 
when only parameter field is considered as the region of fault data injection. 

• A method for fault data generation is provided. The method uses the four types 
of string formats which is more reachable to inside of the target function in an 
application network service. That means the formats of strings have high pos-
sibility causing buffer overflow in application network services of the target 
system. 

Our immediate research results include the setting-up of methodology being able to 
validate the reliability of application network service. Finally natural extensions to 
this work will be to add results of experiment on various application network services. 
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Abstract. Secure routing and data transmission has stimulated wide interest in 
Ad Hoc network research since it is more vulnerable to attacks due to its 
structural characteristics. Several efficient and secure schemes have been 
proposed to protect the network from external attacks. However, they still lack 
very efficient ways to detect and resist internal attacks. Here we proposed a 
secure data transmission protocol (SDTP) based on the Reed-Solomon error-
correct coding to achieve secure data transmission in a Byzantine attack-
existing environment. This protocol can distinguish malicious behaviors from 
transmission errors and locate the malicious node accurately. The algorithms 
used in this protocol also apply to secure routing protocols. 

Keywords: Ad Hoc network; secure data transmission; intrusion detection; 
malicious behavior judgment. 

1   Introduction 

Ad hoc networks are self-organizing multi-hop wireless networks where all the nodes 
take part in the process of forwarding packets. Ad hoc networks can easily be 
deployed since they do not require any fixed infrastructure, such as base stations or 
routers. Therefore, they are highly applicable to emergency deployments, natural 
disasters, military battlefields, and search and rescue missions.  

Communication in mobile ad hoc networks comprises two phases: route discovery 
and data transmission. Secure Routing Protocols (SRPs) are the basis of secure data 
transmission, and therefore an active area in ad hoc network research. Several SRPs 
and security mechanisms have been proposed [1-9]. These protocols handle external 
attacks quite well; however, they either only partly address the issue of an internal 
attack or simply assume an internal attack free environment. Despite their inadequacy 
to protect the network from internal attacks, some security mechanisms employed in 
SRPs do provide helpful insight to address the security issue for data transmission. 
For example, Cheung [5] shows how to use hash chains to secure routing algorithms, 
assuming that the routers have synchronized clocks. However, his scheme is not 
timely, as it can only detect attacks long after they have happened. Goodrich 
presented a “leap-frog” routing process in [6], which can detect a router malfunction 
in the flooding algorithm. In [7] and [8], a reputation mechanism is proposed, where 
the malicious nodes are found statistically and their activities blocked. The 
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disadvantages of this approach are that the overhead it used is large, the detecting 
process takes a long time and the outcome is sometimes inaccurate. In [9], the author 
presented a secure on-demand routing protocol resilient to Byzantine failures that 
consists of three kinds of attacks: sniffing attacks, stop-forwarding attacks and 
cheating attacks. The scheme detects malicious links after log n faults occurred, 
where n is the length of the routing path. Again, there are several drawbacks 
associates with this mechanism. Firstly, it can’t react to the malicious behavior in time 
since it only detects malicious links after a certain number of errors. Secondly, the 
mechanism cannot determine whether an error is caused by a malicious behavior or 
the transmission process itself. Thirdly, this mechanism is difficult to implement.  

In this paper, we present a secure data transmission protocol (SDTP) for ad hoc 
networks based on Reed-Solomon codes. It exploits the redundancy of multi-path 
routing and remains efficient and effective even in an adverse environment suffering 
from Byzantine attacks. With only moderate multi-path transmission overhead and 
very reasonable assumptions, data transmission security is achieved without the use of 
intrusion detection schemes. 

The rest of the paper is organized as follows: in section 2, the Reed-Solomon error 
correcting codes is briefly reviewed. Then the SDTP is presented in detail in 
section 3. The malicious node detection method is given in section 4. In section 5, 
simulation results of an application using SDTP on AOMDV are shown along with 
some analyses. Finally a summary of the paper is given in section 6. 

2   The Reed-Solomon Codes 

The Reed-Solomon codes are non-binary cyclic codes with code symbols from a 
Galois field [10,11]. Briefly, Reed-Solomon codes are defined as follows. Let α  be a 
primitive element in the Galois Field, for any positive integer 2 1qt ≤ − , there exists a 

t -symbol-error-correcting Reed-Solomon code with symbols from ( )2qGF  with 

following parameters: 
2 1qn = − , 2n k t− = , 

where n  is the total number of code symbols in the encoded block, t  is the symbol-
error correcting capability of the code, and 2n k t− =  is the number of parity 
symbols. 

A Reed-Solomon codeword is generated using a special polynomial. The general 
form of the generator polynomial is:  

( ) ( )0

2

1

t
k i

i

g x x α +

=

= −∏ . 

Usually we assume 0 0k =  or 0 1k = , and 2n k t− ≥ . When 0 0k = , then: 

( ) ( )( ) ( )2 2... tg x x x xα α α= − − − 2 2 1 2
0 1 2 2 1... t t

tg g x g x g x x−
−= + + + + + , 

where ( )2q
ig GF∈  and α , 2α , ..., 2tα  are the roots of ( )g x . 

Every element in ( )2qGF  can be represented uniquely by a binary q -tuple called 

a q -bit byte. Suppose a ( ),n k  Reed-Solomon code with symbols from ( )2qGF  is 
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used for encoding binary data, a message of kq  bits is first divided into kq -bit bytes. 

Each q -bit byte is regarded as a symbol in ( )2qGF . The k -byte message is then 

encoded into n -byte codeword based on the Reed-Solomon encoding rule. By doing 

this, we actually expand a Reed-Solomon code with symbols from ( )2qGF  into a 

binary ( ),nq kq  linear code, called a binary Reed-Solomon code. Binary Reed-

Solomon codes are very effective in correcting bursts of bit errors as long as no more 
than t  q -bit bytes are affected. 

The details of the Encoder and Decoder Algorithms of the Reed-Solomon codes 
are given in [10,11]. 

3   Secure Data Transmission Protocol (SDTP) 

Protecting the routing message from attacks is only one part of the security 
mechanisms of an Ad Hoc network. In certain occasions, a malicious node may 
behave normally in routing process, but then either drops the segment packet or 
modifies the content of the packet and then forwards it. It is usually difficult to 
determine whether an error is caused by the transmission process or by a malicious 
behavior, and it is even more difficult to locate the malicious node accurately. The 
SDTP protocol described below provides a robust and secure data transmission 
protocol based on the multi-path routing environment to address the issues.  

3.1   Assumptions and Symbol Definitions 

1. Assumptions 
The SDTP is based on following assumptions:  

(1) The network routing protocol can resist all external attacks. It can prevent the 
external nodes from taking part into the routing finding. This assumption can be 
easily achieved with many existing secure routing protocols.  

(2) Source nodes and destination nodes are trustable, and between each pair of 
source node and destination node, there exists at least one route free of malicious 
nodes. This assumption is reasonable in reality. Even when this assumption is 
violated, SDTP still allows secure data transmission, but it is difficult for it to locate 
the malicious nodes successfully.  

(3) There is no more than one malicious node in a route. This assumption is only 
needed to locate the malicious node and it is not required for secure data transmission.  

(4) Each node is equipped with a private key while all the other nodes share a 
public key to it. In addition, a key pair is shared between any two nodes, which can  
be established by the key exchanging process such as Diffie-Hellman [12] or be 
initialized in the initialization of the system. The security of the key pairs must  
be guaranteed. 

2. Symbol definitions 
In order to simplify the description of the operations in SDTP, some symbols are 
defined in table 1: 
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Table 1. Symbol definition 

P  The message needed to be
transferred. 

CP  Reed-Solomon codeword of the contents of 
the message P encrypted by source-destination 
shared key.  

iCP  The ith segment of CP   A
iCP  Segment of iCP  received by node A 

1
AK −  The private key of node A 

XYK  The shared key of node X and node Y 

( )H M  The hash value of the
message M 

( )K
M  Using key K to encrypt M 

3.2   Process at the Source Node 

To send a data message P to its destination node D, node S first encrypts P  using 

SDK . Let ( )
SDK

EP P= , the size of EP  should divide q ; if not, we can take steps to 

fill it. Suppose the codeword can correct t  faults, so the size of the codeword 
2n k t= + , we can calculate a Reed-Solomon codeword of EP  with the parameter 

( ),n k  in ( )2qGF . The size of CP  is nq  bits and the inflation ratio is n
k . By 

properly choosing the value t , we can control the inflation ratio and make it 
reasonable.  

CP  is sent to node D by the following steps: 

1. Divide CP  into d ( )2t d k< ≤  segments as 0CP , 1CP , ..., 1dCP − , each segment 

can have a different size and the size of each iCP  must divide q . The larger the value 

d  is, the more resilient the data transmission to resist attacks, and the higher the 
expense of the network communication. Therefore the number of segments should be 
chosen properly according to the network status of the application environment. 

2. Calculate the hash value ( )iH CP  of each segment iCP  of CP , construct a data 

segment packet, the format of segment packet is: 

[ ( ), , , _ , _ , ,i iDATASEG SOURCE DEST PK SEQ SEG SEQ CP H CP ], 

where: 

DATASEG  is the identification of data segment. 
SOURCE  and DEST are the IP addresses of the source and destination nodes. 

_PK SEQ  and _SEG SEQ  are the sequence number of data packet and data 
segment packet. 

 

Fig. 1. The topology between source node S and destination node D 
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There are usually multiple routes between the source node and the destination 
node, e.g., in figure 1, the list of the routes from S to D includes: S-A-B-C-E-D, S-A-
B-F-M-G-L-D, S-H-F-M-G-L-D, S-H-J-K-D, and S-I-J-K-D etc. Data segment 
packets are sent to destination node D via different routes. Different routes may 
contain a same node. Therefore, the number of routes between the two nodes is 
increased.  

3.3   Process at the Intermediate Nodes 

When an intermediate node receives a data segment packet, it can extract the value of 

( )iH CP  from the packet, and see if it matches the value in its ( )iH CP  buffer. If yes, 

then the segment packet is a replaying packet and the node will drop the packet. 

Otherwise, the node puts this ( )iH CP  into its buffer and calculates the hash value of 

iCP  at the same time. If the two hash values match, then forward the segment packet; 
otherwise, an error in data transmission has occurred and an ACK packet will be sent 
to the source node to request the segment packet to be re-sent.  

3.4   Process at the Destination Node 

When the destination node receives all the segment packets of a data packet, the 
reconstructing process of the original data message CP  starts, which includes the 
following three steps: 

1. Calculate the syndrome symbol. 
2. Calculate the error locations. 
3. Calculate the error value. 

If a malicious node only alters the parity code b, we can simply use the majority 
rule to rule out the compromised codeword. Thus, smarter attackers may want to alter 

the forwarded codeword im  instead of parity code b. Since the roots of ( )g x  are also 

the roots of ( )c x , the received codeword ( ) ( ) ( )r x c x e x= + , where 

( ) 1

0

n i
ii

e x e x
−

=
=∑  is the error polynomial, evaluated at each of the roots of ( )g x  

should yield zero only when it is a valid codeword. Any errors will result in nonzero 
value(s) in one or more of the computations. The computation of a syndrome symbol 
can be described as follows: 

( ) ( )| i

i
i x

S r x rα α
=

= =   1,2,...2i t=  

If there are v ( 0 v t≤ ≤ ) errors in unknown locations 1j , 2j , ..., vj , then 

( ) 1 2

1 2
... v

v

jj j
j j je x e x e x e x= + + . Define the error values to be 

ll jY e= , 1, 2,...,l v= , 

and the error locators to be lj
lX α= , where 1,2,...,l v= . We can utilize Forney’s 

algorithm [11] to derive the lY . The error correcting polynomial is then: 

( )
1

l

v
j

l
l

e x Y x
=

=∑ , 
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and ( )c x  can be recovered using ( ) ( ) ( )c x r x e x= − . Consequently, the key message 

polynomial ( )m x  and therefore the message EP  ( ( )
SDK

EP P= ) can be derived. 

Finally, message P  that node S sent to D can be reconstructed by decrypting EP  
with SDK . 

In the above process, if no error is found in decoding process, then node D sends 
an ACK packet to S to confirm that the packet has been successfully received. 
Otherwise, if the number of error symbols is great than t  so that the decoding 
algorithm cannot recover the codeword, node D will send an ACK packet to request 
the source node’s resending; if the errors can be corrected, then the codeword will be 
recovered, and a malicious node locating process is launched.  

4   Malicious Node Detection 

As for sniffing attacks of Byzantine environment, a malicious node behaves like a 
normal node, but it will reveal all the transmitted information to attackers. 
Alternatively, it may also either drops (stop-forwarding attacks) or alters (cheating 
attacks) the packets it received. Using SDTP, the packet is encrypted by SDK , and 
then encoded by Reed-Solomon codes’ algorithm; moreover, the codeword of the 
packet is divided into several pieces sent through the different routes. Therefore for 
sniffing attacks, even if the malicious node has the key SDK  shared by node S and 
node D, it can get little meaningful information about the message. As for stop-
forwarding attacks, a method to resist them is presented in [13]. So here we are 
mainly concerned about cheating attacks. First, we describe how to determine whether 
an error is occurred due to transmission error or a malicious behavior. 

4.1   Distinguish Malicious Behaviors from Transmit Errors 

When an intermediate node forwards a segment packet, it calculates the hash value 

( )iH CP  of iCP  from the segment packet and then compares the result with the 

received ( )iH CP  value in the segment packet. If they don’t match, then we declare 

the error is occurred due to a transmitting error. The node then drops the data segment 
packet and reports the error to its prevenient hop. Meanwhile an ACK packet is 
generated and sent to the source node S to request resending of the segment packet. If 
a node does not receive the reports within a certain period of the time, the link 
between the two nodes must be questionable, and the source node will no longer send 
a packet to it. When a destination node receives all the data segment packets of a data 

packet, and the calculated hash value of iCP  and ( )iH CP  in the packet is equal for 

each segment packet, but errors are found when decoding the codeword, then we can 
conclude that the errors are caused by malicious behaviors. The judgment is incorrect 

only when the transmitting errors coincidently vary ( )iH CP  values in the all segment 

packets and make them equal to the corresponding calculated values. However, the 
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probability of this coincidence is 
_

1

2Hash Len
, where _Hash Len  is the size of hash 

value and hence nearly 0. 

4.2   Locating the Attacker Node 

When a malicious node modifies the contents of iCP , it may also modify its hash 

value ( )iH CP  accordingly at the same time. Thus intermediate nodes will not be able 

to detect the modification. In this case the modified segment packet will arrive at 
destination node D. During the decoding process of Reed-Solomon codes, the error 
can be found and a malicious node detecting process starts. Figure 2 shows the 
malicious node modifies the data segment from iCP  to '

iCP . 

 

Fig. 2. The malicious node modifies the data segment from iCP  to '
iCP  

In the decoding process, the modification can be detected and the original iCP  
recovered. A detecting packet is then formed. Assume that node Y is next hop of node 
X, the detecting packet generated by X is  

[ ( ) ( )( ) ( )( )1 1 1

', , || , ,
D X Y

X Y
i i i iK K K

DETECT SEQ CP CP H CP H CP− − − ], 

where: 

DETECT  is the identification of detecting packet. 
SEQ  is the sequence number of the detecting packet. This number is generated by 

the destination node D, increased by one for each detecting process, remains 
unchanged in forwarding process of the intermediate nodes. 

( ) 1

'||
D

i i K
CP CP −  is the cipher text of the joint between the original and the modified 

data segment.  

( )( ) 1
X

X
i

K
H CP

−  is the cipher text of the hash value of the data segment that node X 

received using node X’s private key. 

( )( ) 1
Y

Y
i

K
H CP

−  is the cipher text of the hash value of the data segment that the next 

node Y received using node Y’s private key. X can get it from the segment packet 
node Y sent to it. 

For example, in Figure 2, because node D is the destination node which has no 
next hop, the detecting packet it generates and sends to its prevenient node L is:  

[ ( ) ( )( ) ( )( )1 1 1

' ' ', , || , ,
D D D

i i i iK K K
DETECT SEQ CP CP H CP H CP− − − ], 
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The detecting packet that node L generates and sends to its prevenient node G 

is:[ ( ) ( )( ) ( )( )1 1 1

' ' ', , || , ,
D L D

i i i iK K K
DETECT SEQ CP CP H CP H CP− − − ], and then the detecting 

packet that node G generates is:[ ( ) ( )( )1 1

' ', , || ,
D G

i i iK K
DETECT SEQ CP CP H CP− − , 

( )( ) 1

'

L
i

K
H CP

− ], and so on.  

 

Fig. 3. Detecting packet delivery procedure 

As shown in Figure 3, if in a route from node S to node D, the prevenient node of 
node W is node V, its next hop is node X, node X’s next hop is node V, when node W 

receives a detecting packet [ ( ) ( )( )1 1

', , || ,
D X

X
i i iK K

DETECT SEQ CP CP H CP− − , 

( )( ) 1
Y

Y
i

K
H CP

− ], the process procedure is listed below:  

(1) Decrypt ( ) 1

'||
D

i i K
CP CP − , ( )( ) 1

X

X
i

K
H CP

− , ( )( ) 1
Y

Y
i

K
H CP

− . 

(2) Calculate the hash values ( )iH CP  and ( )'
iH CP  from iCP  and '

iCP  

respectively. Compare with ( )( ) 1
X

X
i

K
H CP

− , ( )( ) 1
Y

Y
i

K
H CP

−  decrypted previously; If 

they are not equal, then the detecting packet is an invalid one, and the node is 
removed from its neighbor table and the process return.  

(3) Find ( )iH CP  or ( )'
iH CP  from the buffer and note it as ( )W

iH CP . If it equals 

to ( )X
iH CP , then go to step (5). 

(4) Generate a accusation ACK packet, send it to the source node S and the 
destination node D in two directions to notify them an error has been found. The 
accusation ACK packet may be dropped in the direction that contains the malicious 
node, but it is certain the packet will be successfully sent in the other direction to 
either node S or D.  

(5) Generate a detecting packet [ ( ) ( )( )1 1

', , || ,
D W

W
i i iK K

DETECT SEQ CP CP H CP− − , 

( )( ) 1
X

X
i

K
H CP

− ] and send it to its prevenient hop V, and the procedure returns. 

From the assumptions given in section 2.1, there must be at least one secure route 
between source node S and destination node D, so that node D can send the value 

( ) 1

'||
D

i i K
CP CP −  securely to node S via it. The format of the detecting packet in the 

direction of S to D is similar to that used from D to S. Because the node S is the source  
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node which has no prevenient hop, the detecting packet it generates and sends to its 

next hop is: [ ( ) ( )( ) ( )( )1 11

', , || , ,
S SD

i i i iK KK
DETECT SEQ CP CP H CP H CP− −− ]. The 

detecting packet generated by node H is [ ( ) ( )( ) 11

', , || ,
HD

i i i KK
DETECT SEQ CP CP H CP −− , 

( )( ) 1
S

i K
H CP − ], and so on. After the bi-directional detection, accusation ACK packets 

received node S and node D can be combined to determine the location of the 
malicious node. As can be seen in Figure 2, no matter the malicious node generates the 

detecting packet using ( )( ) 1

'

M
i

K
H CP

−  or ( )( ) 1
M

i K
H CP − , in reverse detecting process, 

node F generates and sends an accusation ACK packet to S, whereas in the other 
detecting process, node G generates and sends an accusation ACK packet to D.  M is 
the only node between node F and node G. It can be seen that the two neighbor nodes 
of the malicious node will each generate an accusation ACK packet in the bi-
directional detection process, thus if there is only one node between the two accusation 
nodes, the node must be a malicious node. 

When the malicious node receives a detecting packet, it can process it without 
abiding rules described above, it can either drop the packet or does not generate a 
valid detecting packet and forward it. A mechanism is present below to prevent these 
from happening. 

4.3   The Mechanism to Prevent Malicious Node Process Detecting Packet 
Without Abiding by the Rules 

To prevent malicious node violate the rules for processing detecting packets, a 
detecting-receipt mechanism is presented here. In this mechanism, when a node 
receives a detecting packet, it should send back a receipt packet to its prevenient node 
for later use. The format of the receipt packet is  

[ ( )( ) 1
X

_ , _
K

DETECT RECEIPT H DETECT PKG
－

], 

where _DETECT RECEIPT  is the identification of receipt packet, and 
_DETECT PKG  stands for the detecting packet that a node received. 

If within a certain interval the node can’t receive the receipt packet from the next 
hop, we suppose that the next hop node has either moved out of the route or the node 
is a malicious node that is not willing to send back a receipt packet to its prevenient 
node. Whichever it is, the reaction of the node is to remove the questionable node 
from its neighbor table. The receipt packet is unforgeable by using the encryption of a 
node’s private key, hence if the node sends back a receipt packet to its prevenient 
node abiding by the protocol rule but doesn’t forward it, then it will not receive a 
receipt packet. This kind of malicious behavior can be detected easily. 

If the malicious node want to modify the contents of the data segment that can’t be 

detected by the next hop, it must generate ( )( ) 1
X

X
i

K
H CP

−  and ( ) 1

'||
D

i i K
CP CP − , and 

make them match the relationship between them after decryption, which is 
theoretically impossible. 
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5   Simulation Results and Analysis 

The simulation tool we used is ns2.28 (network simulator v2.28). The multi-path 
routing protocol is AOMDV [14], which is based on a prominent on-demand single 
path protocol known as Ad hoc On-demand Distance Vector (AODV). The 
parameters of the simulation environment are set in table 2. 

Table 2. Simulation environment 

Parameter Value Parameter Value 
MAC 802.11 Routing protocol AOMDV 
Number of nodes 100 Simulation area 1000m × 1000m 
Bit rate CBR Simulation time 500s 
Packet size 256 Bytes Packet rate 4 packets/s 

Figure 4(1)-(2) shows the simulation results of the system with different number of 
attacker nodes, where the maximum speed of each node is 10m/s, and the pause time 
of the waypoint is 0s. Figure 4(1) shows the function relationship between the packet 
delivery ratio and the number of the attacker nodes, where the packet delivery ratio is 
the packets that been transferred correctly over the number of total packets been 
transferred. It is seen that the packet delivery ratio of transmission mode via SDTP 
decreases slower than that of the direct transmission mode when the number of the 
attacker nodes increases. The main reason for that is that when a malicious behavior 
takes place, the malicious node can be detected and removed from the data 
transmission route, and then it can no longer influence the transmission process. In 
addition, by using the error-correcting codes of Reed-Solomon codes, even when 
some segments are transferred in communication process, the packet can be recovered 
correctly on the destination node, so a re-sending process is not needed. Because of 
the computation delay in encode and decode and dynamic characteristics of the Ad 
Hoc network, when the number of the attacker nodes is small, the significance of 
using SDTP is not obvious, thus makes the packet delivery ratio a little smaller than 
direct transmission mode. On the other hand, when the number of the attacker is very 
large, the malicious nodes in one route will also increase, this makes it difficult to 
locate the malicious node accurately while the computation overhead of encoding and 
decoding of the Reed-Solomon codes is not negligible. Therefore the packet delivery 
ratio decreases rapidly, but it is still bigger than that of direct transmission mode. 
Figure 4(2) shows the end-to-end delay comparisons of the data transmission between 
SDTP mode and the direct mode. Because of the delay of encoding and decoding 
process, the end-to-end delay of SDTP mode is bigger than that of direct mode. It is 
the cost to obtain the security of data transmission in an insecure environment. 

Figure 4(3)-(4) shows the simulation results for different node moving speeds, 
where the number of the attacker nodes is 10, and the pause of the waypoint is 0s. 
Figure 4(3) shows that the packet delivery ratio of the system run on SDTP is bigger 
than that of the system run on direct transmission mode at all simulated speeds. 
Despite the delay caused by encoding and decoding processes adversely decrease 
packet delivery ratio in SDTP, this is overcome by the benefit of excluding the  
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Fig. 4. Performance comparisons between direct transmitting and transmitting via SDTP 

malicious node and therefore the rate that packets which correctly arrived increases. 
Figure 4(4) shows the end-to-end delay of these two modes, we can see that the delay 
of direct mode is smaller than that of the SDTP mode, however, data received by the 
destination node may contain error in direct mode, while SDTP can assure the 
received data are error free. 

The proposed SDTP protocol not only can be used on disjoint route finding 
protocols such as AOMDV and multi-path finding DSR, it can also be used on other 
multi-path route finding protocols. The more paths take part in data transmitting, the 
more effective SDTP will be. 

6   Conclusions 

Based on the error-correcting Reed-Solomon codes, we present a secure data 
transmission protocol called SDTP for Ad Hoc networks that can resist the Byzantine 
attacks effectively. Data packets are all encoded by Reed-Solomon codes and cut into 
pieces before sending in different paths. After receiving all the pieces of a data 
packet, the destination node can judge whether a malicious modification has been 
occurred. A useful method to distinguish malicious behaviors from transmit errors is 
also proposed. The simulation results show that SDTP can locate the attacker nodes 
quickly and accurately in realistic environments and therefore may have wide 
applications together with a multi-path routing protocol. 
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Abstract. In recent years, distributed denial of service (DDoS) attacks have 
brought increasing threats to the Internet since attack traffic caused by DDoS 
attacks can consume lots of bandwidth or computing resources on the Internet 
and the availability of DDoS attack tools has become more and more easy. 
However, due to the similarity between DDoS attack traffic and transient bursts 
of normal traffic, it is very difficult to detect DDoS attacks accurately and 
quickly. In this paper, a novel DDoS detection approach based on Hidden 
Markov Models (HMMs) and cooperative reinforcement learning is proposed, 
where a distributed cooperation detection scheme using source IP address 
monitoring is employed. To realize earlier detection of DDoS attacks, the 
detectors are distributed in the mediate network nodes or near the sources of 
DDoS attacks and HMMs are used to establish a profile for normal traffic based 
on the frequencies of new IP addresses. A cooperative reinforcement learning 
algorithm is proposed to compute optimized strategies of information exchange 
among the distributed multiple detectors so that the detection accuracies can be 
improved without much load on information communications among the 
detectors. Simulation results on distributed detection of DDoS attacks generated 
by TFN2K tools illustrate the effectiveness of the proposed method.  

1   Introduction 

With the wide spread of the Internet, computer security has become a critical problem  
to our information society since large amounts of computer attacks or malicious cyber 
behaviors have been developed by exploiting various vulnerabilities in network 
protocols and operating systems and the losses caused by computer attacks increased a 
lot in recent years. To defend computer attacks as well as computer viruses, intrusion 
detection systems (IDSs) [1] have been considered to be one of most promising 
techniques for active defense because based on early detection of attack behaviors, 
corresponding response techniques can be used to stop and trace attacks. However, due 
to the vague distinctions between normal usages and attacks, how to detect attacks 
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accurately and timely is a challenging problem not only to the computer security field 
but also to the researchers from other communities such as machine learning, data 
mining [2], etc.  

Until now, although there have been many research results on adaptive intrusion 
detection based on machine learning and data mining, much work still needs to be done 
in order to improve the performance of IDSs. One of the open problems remained is the 
accurate and early detection of denial of service (DoS) attacks. A denial of service 
attack is to cripple an online service by sending extremely large volumes of packets to a 
victim machine running the service. The attack traffic can consume the bandwidth 
resources of the network or the computing resources at the target machine so that 
legitimate requests for resources will be rejected. And it is hard to discriminate large 
volumes of attack traffic from transient burst of normal traffic. Although it may be 
easier to detect DoS attacks near the victim machine, it will be more valuable to be able 
to detect DoS traffic near the source [10] or in the medium network since to detect DoS 
traffic near the target is usually too late to take any responses to stop the attacks. The 
problem becomes more complicated when the attack traffic is produced by distributed 
attack sources, which is commonly referred to as a distributed denial of service (DDoS) 
attack [3-4]. A DDoS attack is launched by a master computer which can control lots of 
distributed “zombie” machines to send attack traffic to a particular destination 
machine. The distributed attack sources make it more difficult to detect DDoS attacks 
in the medium network or near the attack sources since the volumes of attack traffic 
become smaller due to distributed sources. Therefore, in recent years, there have been 
increasing interests on intrusion detection techniques for DDoS attacks. A popular way 
to establish DDoS detection model is to analyze the statistical properties of network 
traffic. In [5], a statistical method for detecting DDoS attacks was proposed by 
computing the entropy and frequency-sorted distributions of selected packet attributes. 
In [6] and [9], traffic models using Tcp flag rates and protocol rates were analyzed and 
it was shown that the two rates can be used as traffic features of flood attacks. A 
covariance analysis model for detecting SYN flooding attacks was proposed in [7]. In 
[8], an approach to reliably identifying signs of DDOS flood attacks based on LRD 
(long-range dependence) traffic pattern recognition has been discussed.  

Despite of the above advances in DDoS detection techniques, there are still some 
open problems to be solved, one of which is to realize precise detection of DDoS 
attacks that are highly distributed. For this kind of DDoS attacks, e.g., the reflector 
attacks [13], it is very difficult to differentiate the statistical properties between normal 
traffic and DDoS traffic. Aiming at this open problem, a DDoS detection scheme based 
on the monitoring of new IP addresses was proposed in [11]. Since DDoS attack traffic 
uses randomly spoofed source IP addresses to disguise their true identities, the DDoS 
detection problem can be transformed to discriminate legal IP addresses from random 
IP addresses. Based on the above idea, a sequential non-parametric change point 
detection method was studied in [11] and it was shown that by using a sequential 
change point detection algorithm called Cusum (Cumulative sum), the temporal 
variations of source IP addresses can serve as important features for anomaly detection 
of DDoS attacks. However, the detection ability of simple Cusum algorithms may be 
inadequate for more distributed complex DoS attacks.  

In this paper, to realize accurate anomaly detection of DDoS attacks, a sequential 
modeling approach based on Hidden Markov Models (HMMs) combined with source 
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IP monitoring is proposed. Since HMMs are a class of powerful statistical modeling 
tools and the variation of new IP addresses can serve as a fundamental feature of DDoS 
attacks, it will be very beneficial to use HMMs to differentiate normal traffic from 
DDoS attacks based on the monitoring of source IP addresses. Moreover, the proposed 
detection algorithm is integrated into a distributed detection framework so that highly 
distributed DoS attacks can be detected by cooperation among distributed detection 
agents. In the detection framework, a distributed reinforcement learning method is also 
presented to optimize the communication costs among detection agents. Experimental 
results using simulated DDoS attacks illustrate the effectiveness of the proposed 
methods.  

This paper is organized as follows. In Section 2, a brief introduction on the 
distributed detection scheme for DDoS attacks is given. In Section 3, the detection 
algorithm based on HMMs and source IP monitoring is presented. In Section 4, a 
distributed cooperation algorithm based on reinforcement learning is proposed to 
optimize communication costs among detection agents. In Section 5, experiments of 
distributed detection for DDoS attacks are conducted and the results illustrate the 
effectiveness of the proposed method. Some conclusions and remarks on future work 
are given in Section 6.  

2   A Distributed Detection Framework for DDoS Attacks 

Earlier DDoS detection systems usually employ a centralized detection and response 
mechanism. Nevertheless, with the increase of network scales and traffic volumes, a 
centralized DDoS detection system can become a communication bottleneck due to the 
need to download and process all the traffic measurements at a single location. 
Furthermore, if there are any faults in a centralized detection system, the whole system 
will not be able to work until recoveries can be implemented. Therefore, decentralized 
detection techniques for DDoS attacks have received much attention in recent years. In 
a decentralized detection system, multiple DDoS detection sub-systems or agents are 
placed at different locations in the network, and summary statistics of these agents can 
be shared to improve the detection accuracy of the whole system. In [14], a multi-agent 
detection framework for detecting DDoS attacks was proposed and it was shown that 
by sharing distributed beliefs on possible attacks, the detection efficiency of DDoS 
attacks can be improved.  

In the following, we will employ a similar distributed detection framework as in 
[14], which is depicted in Fig.1. In the framework, multiple detection agents are placed 
at the edge routers of different transit networks and there is a communication 
mechanism, e.g., an information broadcasting mechanism, among these detection 
agents. Although every single agent only observes local information, the detection 
accuracy can be improved by combing information or decisions among agents. Thus, a 
cooperation mechanism is also needed in the distributed detection system to detect any 
abnormal changes in the traffic. The distributed detection framework has the 
advantages of scalability, and robustness to a single point of failure. Based on the above 
framework, the main contributions of this paper will focus on a new HMM-based 
sequential modeling method for single detection agent using source IP monitoring and 
a distributed reinforcement learning strategy to optimize the communication costs 
among agents.  
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Fig. 1. A distributed detection framework for DDoS attacks 

3   DDoS Detection Based on HMMs and IP Monitoring 

As analyzed in previous works [11], an intrinsic feature for DDoS traffic is the 
increasing of new source IP addresses. It was observed in [15] that most source IP 
addresses are new to the victim during a DoS attack, whereas most source IP addresses 
in a normal flash crowd are usually not new to the victim. Thus, source IP monitoring is 
very promising to realize efficient DDoS detection systems.  

Being a popular sequential modeling approach, HMMs have been widely studied 
and applied in lots of areas such as speech recognition [12], protein structure prediction, 
etc. In recent years, HMM-based intrusion detection models have also been studied in 
the literature and it has been demonstrated that HMMs are very powerful for sequential 
modeling of temporally related observations. However, previous results [18] mainly 
focused on host-based intrusion detection using sequences of system calls. In this 
paper, by combining the mechanism of source IP monitoring, we will present a new 
HMM-based DDoS detection method and it will be beneficial for the detection of more 
distributed and complex DDoS attacks.  

In the mechanism of source IP address monitoring, an IP address database (IAD) is 
used to record frequently observed IP addresses and it is dynamically updated to detect 
new IP addresses. To update the IAD, frequently observed IP addresses can be selected 
and added to the IAD by two strategies. One is to select IP addresses that were observed 
for at least m times in a given time period. And the other is to use IP addresses that have 
packet numbers greater than n. In practice, the two selection strategies can be combined 
and only IP addresses that both satisfy the conditions of the two strategies can be 
selected [11]. Then, the IP addresses in the IAD can be viewed as a collection of 
recently appeared normal IP addresses. In real-time applications, various Hashing 
techniques can be employed to accelerate the querying process of the IAD.  

After constructing the IAD, the incoming traffic can simply be represented by the 
observation features about whether a source IP address is new according to the IAD. A 
simple way to derive the observation features is to select two possible observation 
values o1(t)=1 and o2(t)=2, which correspond to the source IP address at time step t 
being a new address or an old address in the IAD, respectively. Therefore, a temporal 
sequence of the two-valued observation features can be used to characterize the 
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incoming traffic. Based on the observation sequences of normal traffic, which are 
collected as training data, an HMM can be used to model the statistical property of 
normal behaviors.  

Before discussing the training process of the HMM-based anomaly detection model, 
a structure of the detection agent based on the HMM is depicted in the following Fig.2. 
The detection agent is placed at the edge routers of various Intranets so that DDoS 
attacks can be detected near the sources. There are five main modules in the detection 
agent, which include model training, data preprocessing, HMM decision, IAD update, 
and the interface for communication and user interaction. The data preprocessing 
module is used to convert the observed traffic data to observation sequences {o(1),  
o(2), …, o (t)} by comparing the incoming IP addresses with the IAD. The model 
training module is used to construct a Hidden Markov model of normal traffic and based 
on the model, the HMM decision module computes the anomaly likelihood of an 
incoming observation sequence of IP addresses in real time. If the output of the decision 
module indicates that a DDoS attack is happening, it can send messages to the filtering 
module in a boundary router so that certain response actions can be taken to stop and 
trace the DDoS attack. The IAD update module is employed to dynamically select 
source IP addresses that are frequently observed by the system. Since the information of 
a single detection agent is usually inadequate to accurately detect highly distributed DoS 
attacks, information sharing among multiple agents will be essential to improve 
detection precision. Therefore, there is an interface for communication and user 
interaction in the detection agent to realize reliable communications between agents.     

Using the above structure of detection agents, the DDoS detection problem can be 
solved by anomaly detection strategies based on the training of an HMM for normal 
traffic. In the following, we will present some details about the HMM and the anomaly 
detection strategy.  

 

Fig. 2. An HMM-based detection agent for DDoS attacks 
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A discrete state, discrete time, first order hidden Markov model describes a 
stochastic, memory-less process. A full HMM can be specified as a tuple: λ = (N, M, A, 
B, π), where N is the number of states, M is the number of observable symbols, π is the 
initial state distribution, A is the state transition probability matrix which satisfies the 
Markov property:  

               aij = P(qt+1 = j|qt = i)= P(qt+1 = j|qt = i, qt-1, …, q0) (1) 

and B is the observation probability distribution, which can be described as: 

  bj(k) = P(ot = k|qt = j) ,  i ≤ k ≤ M    (2) 

An important problem in HMMs is the model learning problem which is to estimate 
the model parameters when the model is unknown and only observation data can be 
obtained. For model learning in HMMs, the Expectation-Maximization (EM) algorithm 
is the most popular one which finds maximum a posteriori or maximum likelihood 
parameter estimate from incomplete data. In this paper, we make use of the 
Baum-Welch algorithm in the model training for normal traffic. The Baum-Welch 
algorithm is a particular form of EM for maximum likelihood parameter estimation in 
HMMs. For a detailed description of the Baum-Welch algorithm, please refer to [12].  

In our implementation of the Baum-Welch algorithm, the hidden state number of the 
HMM is set to 2, which is equal to the number of possible observation values. When the 
model training of the HMM is completed, the obtained model λ can be used to compute 
the probability of occurrence for a particular observation sequence, O = {o1,…,ok}, 
given the model λ, where k is the length of the observation sequence and P(O|λ) can be 
computed as follows: 

    ∑=
q

qPqOPOP )|(),|()|( λλλ  (3) 

where q is a possible state sequence corresponding to the observation sequence O. The 
computation of P(O|λ) can be implemented efficiently by using the Forward or 
Backward algorithm studied in the HMM literature [12]. 

The basic principle for anomaly detection based on HMMs is to establish an 
HMM-based profile for normal training data and compute the probability of occurrence 
for a particular observation sequence. When the probability is greater than a predefined 
threshold, the observation sequence can be assumed to be normal. On the other hand, an 
observation sequence can be detected as abnormal behaviors or DDoS attacks if the 
probability of occurrence is below the threshold. The threshold of the detection model 
can be determined using another set of training data which have both normal traffic data 
and abnormal data with attacks.  

Then, the detection process of the HMM-based agent can be implemented by 
comparing the occurrence probability P(O|λ) with a predefined threshold μ and we can 
use the following detection rule for DDoS attacks:  

    alarmsraisethenOPif ,)|(log μλ −<  (4) 

where μ>0.  
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4   Cooperative RL for Performance Optimization  

The HMM-based detection model and learning algorithm discussed in Section 3 
provide an efficient method for sequential probabilistic modeling and anomaly 
detection of DDoS attacks by source IP monitoring in a single detection system. 
However, in real applications, it will be more practical to make use of multiple 
detection agents to solve the problems of data processing bottleneck and single-point 
failure. Thus, the distributed detection framework introduced in Section 2 needs to be 
employed by incorporating with the HMM-based detection method using source IP 
monitoring. In addition, cooperation among the detection agents is also needed since 
every single agent only has local information to detect possible attacks.  

To share the information or detection results among agents, a simple strategy is to 
broadcast all the observation sequences among the detection agents and every agent can 
merge the observation results of the other agents to improve the detection accuracy. 
However, the above simple broadcast strategy will usually bring about large amounts of 
communication costs, which is impractical for large-scale applications with limited 
communication bandwidth. One solution is to make every agents learn to determine 
when to communicate with others or not based on the current observation and detection 
results. For example, when there are few evidences for possible attacks, it may be 
beneficial not to communicate with other agents. But too few communications may 
decrease the detection ability of the whole system since every agent only has local 
information. Hence, it is necessary to develop some optimization mechanisms for 
communication costs while ensuring good detection accuracies of DDoS attacks. In the 
following, we will present an adaptive learning method based on distributed 
reinforcement learning in order to find out good policies for detection agents under 
dynamic uncertain environments.  

Reinforcement learning (RL) [16] is a class of machine learning methods that aims 
to solve sequential decision problems by interacting with the environment. Unlike 
supervised learning, RL agents do not have teacher signals for observed states during 
training and they only receive evaluative, usually delayed, rewards or feedbacks from 
the environment. So reinforcement learning is more suitable than supervised learning 
for many uncertain decision applications, where the expected goals or optimization 
objectives can only be expressed as evaluative rewards. For multi-agent problems, 
distributed reinforcement learning is also very promising for optimizing the 
cooperation policies between agents. For example, the multi-agent elevator scheduling 
problem introduced in [16] was successfully solved by distributed reinforcement 
learning (DRL) based on neural networks. Although similar DRL algorithms with 
delayed rewards and function approximators may be used to optimize the 
communication policies of DDoS detection agents, due to the demands of real-time 
applications, we only use a simplified DRL algorithm with immediate rewards and the 
state space of the learning algorithm has discrete values. The main components of the 
DRL include a definition of the state space, an action policy for every state, a reward 
function after every action and state transition, and a state-action value function to 
estimate the rewards obtained after a state-action pair.   

In the proposed DRL algorithm, every agent has a state variable h= P(O|λ), which is 
equal to the decision output defined in Section 3. As discussed above, when a threshold 
μ is selected, the variation of h is usually within [-μ, 0] for normal traffic since if h <-μ, 
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it is certain to raise alarms for DDoS attacks. Then, the state space can be divided into N 
intervals in [-μ, 0] and we can make the state variable h has N discrete values according 
to the intervals between -μ and 0. For every discrete value of h, a policy function can be 
defined to decide whether to broadcast current information to other agents. Based on 
the action selection and the obtained results, a reward function can be defined as 
follows.  

(1) If a communication action was performed and after the communication, DDoS 
attacks were detected, a positive reward is given. 

(2) If a communication action was performed and after the communication, no 
DDoS attacks were detected, a negative reward is given. 

(3) If no communication action is performed, a zero reward is given. 

For every state-action pair, a value function Q(s, a) is defined to estimate the 
rewards to be obtained after an action taken at state s. The above definition is popularly 
used in the reinforcement learning literature, where Q-learning and distributed 
Q-learning algorithms [17] are the most famous ones. However, the simple DRL 
algorithm presented here only considers the estimation of immediate rewards. 
Following is a description of the simple DRL algorithm for the optimization of 
communication costs among agents. 

        (Algorithm 1: DRL for communication cost optimization) 
   (1)  Initialize the Q values for all state-action pairs. 
   (2)  Loop until a termination condition is satisfied:  

(2.1)  For current state s, compute the probability of taking action a  

∑
∈

=
Aa

asQasQ eeaP ),(),( /)(  (5) 

(2.2)  Select an action according to the action probability. 
(2.3)  Observe the state transition from s to s’, and receive an immediate 

reward r, which was defined above. 
(2.4)  Compute new Q values 

),(),( aSQrasQ tt += α  (6) 

where tα  is a learning factor. 

(2.5)  Let s=s’.                                                                                       □ 

The termination condition for Algorithm 1 can be selected as the maximum number of 
iteration steps or the estimations of Q values stabilize within a given threshold.  

5   Experiments 

In this section, some experimental results are given to illustrate the effectiveness of the 
proposed method. The experiments include two stages. In the experiments of stage one, 
the performance of a single DDoS detection agent based on HMMs and source IP 
monitoring is evaluated. In the model training process, the normal data in the first week 
traffic of the DARPA99 data set [2] was used so that the IAD and the HMM can be 
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constructed using the proposed method, where the Baum-Welch algorithm was 
employed for detection model training. After model training, the performance of the 
HMM-based anomaly detection model was tested on hybrid traffic combining DDoS 
attack data generated by the TFN2K tool with another week of normal data from the 
DARPA 99 data set.  

As discussed in Section 3, an observation sequence O = {ot-k+1,…,ot} is formed at 
every time step t and the occurrence probability P(O|λ) can be computed, where k is the 
length of the observation sequence. Then, a threshold μ can be selected to decide 
whether to raise alarms based on (4). In the experiments, we used different values of 
observation sequence length k and the detection values log(P(O|λ)) were depicted in 
Fig. 3 (a) and (b) for test sequence length k=30 and k=90, respectively.  

       

                 (a)  Test sequence length k=30                        (b) Test sequence length k=90 

Fig. 3. Detection values of HMM for testing data 

In Fig.3 (a), normal data from DARPA 99 data set were sent out by the tcp-replay 
program from t=1s to t=150s and after t=150s, DDoS traffic was mixed with normal 
data by TFN2k DDoS tools. In Fig.3 (b), the normal data from the DARPA 99 data set 
were sent out from t=1s to t=115s and after t=115s, the DDoS traffic was mixed with 
normal data. From Fig.3 (a) and (b), it is demonstrated that the HMM-based detection 
value can differentiate normal data from DDoS attacks well, especially when a 
relatively large observation sequence length was selected. In our experiments, it was 
observed that when the length of observation sequences is 90, a detection rate of 97% 
can be obtained with zero false alarms. And if the length of observation sequences 
equals 120, 100% detection rate can be obtained.  

During the second stage of experiments, a prototype of the distributed detection 
framework for DDoS attacks was implemented with three detection agents. To simulate 
distributed monitoring and detection, one single agent only observes a part of the IP 
address space in the whole data set. The following Fig.4 shows the Detection values of 
a single agent without and with communication. In Fig.4 (a), it can be seen that when 
there are no communication and information sharing among the agents, the detection 
values of a single agent can not differentiate normal data from attack traffic. While in 
Fig.4 (b), it is shown that by making use of communication and information sharing, 
the detection ability of agents can be improved a lot.  
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                  (a) Without communication                              (b) With communication 

Fig. 4. Detection values of a single agent without and with communication (Real line: detection 
values for attack traffic; dotted line: normal traffic) 

Table 4.1. Performance comparison between DRL and random broadcasting  

Cooperative detection using DRL 
Cooperative detection  

using random broadcasting 
 

Detection 

rate (%) 

Communication 

frequency (%) 

Overall 

Score 

Detection 

rate (%) 

Communication 

 Frequency(%) 

Overall  

score 

1 79.2 74.6 1.06 45.5 51.7 0.88 

2 76.4 74.4 1.02 45.0 50.0 0.90 

3 64.1 51.9 1.23 48.7 48.0 1.01 

 
In addition to show the performance improvement based on information sharing 

among detection agents, another important objective of the experiments on distributed 
detection for DDoS attacks is to evaluate the performance of the proposed DRL 
algorithm for the optimization of communication costs among detection agents. In the 
experiments, a random broadcasting strategy was also implemented for comparison. 
The performance of the DRL approach and the random broadcasting strategy for 
communication and information sharing was evaluated by three criteria. One is the 
detection rate Dr of DDoS attacks with zero false alarms. The second criterion is the 
communication frequency Cr for a detection agent during the detection process. And an 
overall score S if computed by S=Dr/Cr. Thus, the overall score indicates the agent’s 
ability to improve detection accuracy and decrease communication costs at the same 
time. In the experiments, three independent data sets from DARPA 99 with simulated 
DDoS attacks using TFN2k were used for performance evaluation. The results are 
shown in the above Table 4.1. From Table 4.1, it is illustrated that by making use of 
DRL, the performance of detection rate and communication costs can be improved 
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when compared to the random broadcasting strategy. Although the detection rate of 
cooperative detection is lower than centralized detection using 100% communication 
frequency, the overall score of DRL is greater than centralized detection since the 
maximum score for a centralized detection system is S=1 (with Dr=100% and 
Cr=100%). Since we only used a simple DRL algorithm in the experiments to show the 
feasibility of DRL in DDoS detection, the above results can be further improved by 
employing more advanced distributed learning techniques so that a better compromised 
policy between detection accuracy and communication costs can be realized. 

6   Conclusion and Future Work 

In this paper, by making use of the source IP monitoring mechanism for DDoS attacks, 
a new HMM-based anomaly detection method is proposed and it is integrated into a 
distributed detection framework for DDoS detection. A distributed reinforcement 
learning approach is presented to enable the optimization between detection accuracy 
and communication costs among multiple detection agents. Experimental results show 
that the HMM-based detection model can achieve high detection accuracy with zero 
false alarms. For the distributed detection scheme based on HMMs, it is illustrated that 
the proposed DRL is very promising to optimize the detection accuracy while reduce 
communication costs at the same time. However, much work still needs to be done in 
the near future, which include the evaluation of the HMM-based approach in real-time 
DDoS detection cases, and the applications of new DRL algorithms to realize better 
compromises between detection accuracy and communication burden.  
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Abstract. We propose a new watermarking algorithm for relational database 
which is based on spread spectrum techniques in this paper. We assign different 
owners for different identification key to generate the special watermarking sig-
nal and insert it into appropriate tuples. At the watermarking detection step, we 
use the technique of even parity check and majority voting for the watermark 
accuracy. It is to establish that a false positive judgment is highly unlikely by 
evaluating the similarity of watermarks between the original and the one gotten 
from the detection step. Experimental results are also presented to support that 
it is robust in the present of the various attacks and positive updating such as 
adding, deleting and modifying. 

1   Introduction 

More recently, some pioneer research has been done to secure proof of rights over 
relational data. It is the techniques for watermarking relational database. Because of 
the characteristics of relational data, watermarking relational data presents a different 
set of challenges and associated constrains. By far, effective algorithm and water-
marking software are very rare. So it is a rather practical application and research 
topic for solutions that deserve serious concern. Some researchers have been search-
ing for the solutions. Among these systems proposed by R.Agrawal[1] and R.Sion[2] 
are the most well-known. They designed a watermarking system that protects the 
privacy and ownership of database. This method is a blinder algorithm. The drawback 
of this solution is that the algorithm is just a match method. The result of this match 
process can just tell us the information yes or no; it can’t tell us more information 
about some specific meaning, such as some strings representing the name of a com-
pany. The solution proposed by R.Sion[2] starts by selecting a maximal number of 
unique subsets of the original data resource using a set of secret key. The subset 
which is collected is normalizing distributed. The distribution of these subsets is a bell 
shape. But this method is only suitable for the data resources which have the same 
distributions and have little differences between two data value because of the utiliza-
tion of metrics which are defined in terms of mean squared error. The drawback of 
this metric is that the value which is gotten from the calculation can only be used for  
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a part of data items, because the span of the different attributes in the relational  
database is very difference. So the drawbacks of the solution will bounds on the ca-
pacity of the watermark which is inserted. 

Among many watermarking algorithms, spread spectrum technique[3-4] is very im-
portant for inserting watermarking. In this paper, we propose a new watermarking 
algorithm especially for the relational database based on spread spectrum, and it has 
properties such as imperceptibility, robustness, high detection reliability, etc. 

2   Relational Database Watermarking Algorithm 

There are many independent tuples contained in a relational database[5-6]. Because 
each attribute in the tuple has a certain value, the space for redundant information is 
minor. It is defined that the numeric attribute is consist of integral part and that the 
fixed-point part, according to the definition of the relational database structure. We 
may define the level of the precision of the attribute higher than the need of actual 
application so as to take the approximate value at the operation of truncation and 
round-up. So based on this nature, the watermark can be inserted into the database 
which has increased redundant space by producing tolerate change to the minor modi-
fication of the value of the attribute. 

A tolerance is the cumulative change of the data that is acceptable. On the other 
hand, it is the redundant space for inserting the watermark. To avoid the changes of 
value violating the permitted limit, we specify a relative change in value δ  to con-
strain the violations, while protecting the normal joins between tuples. If the  
tolerances are too high, the intended purpose of the data cannot be preserved after 
watermarking. If they are too low, it may not be possible to insert a watermark in the 
data. So this is an important parameter since it can be used to adjust the quality of 
the watermark. Generally speaking, the bigger the value of the attribute, the higher of 
the tolerance is. Experimental results show that each value may be altered by no more 
than 0.0005 or 0.02 percent. Bounds on the tolerance can be specified by the domain 
of the attribute when tabling. 

The relational database is similar to the general data sets. There is no fixed order-
ing among tuples of a relation. Primary key and foreign key are two kind of specific 
attributes in the relational data. The primary key must identify one tuple uniquely. If 
we simply insert the watermark into the database directly, it will result in the value of 
the primary key nonunique or may change the value of the foreign key which will 
result the join between tuples plain wrong. 

The above discussion makes it clear that the critical issue of embedding the water-
marks requires the new value for any attribute should be unique after the watermark-
ing process and the change of the foreign key doesn’t interfere with the normal join 
relationship between tuples. So tuples that will join before watermarking also can join 
after watermarked. Clearly, one can be permitted to modify the ordering between 
tuples and attribute, but can’t alter the database itself directly with respect to the in-
tended use of the data. The solution is that we can only select a portion of numeric 
attributes to apply a minor change. 

We now propose a solution for watermarking database relations. Our technique is 
inserting watermark signal (w) corresponding to the text watermark (t) which represent 
the ownership of database into the numeric attributes that could tolerant certain error. 
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Spread spectrum is a means of transmission in which the signal occupies a band-
width in excess of the minimum necessary to send the information; the band spread is 
accomplished by means of a code which is independent of the data, and a synchro-
nized reception with the code at the receiver is used for dispreading and subsequently 
recovering the data. Under this definition, first we suppose that the percentage of the 
tuple which will be modified is θ  in the database, avoiding massively changing the 
database which may results in interfering with the particular data uses and metrics of 
quality. The primary key attribute is the reference attribute. By using the principle of 
frequency hopping spread spectrum, we check the value (p), the primary key of each 
attribute, one by one. Another parameter is k, the private key of the watermark. The 
deciding function S makes the decision of into which tuple could be inserted the sig-
nal of watermark. The parameter of function S is k, θ , p, as 

⎩
⎨
⎧

=
skipFalse

embedTrue
pkS

.....

......
),,( θ . (1) 

Then, we design the function W the watermark signal generator[7] with the parame-
ter k which is the private key of the watermark and the information of text watermark 
t by using the technique of direct sequence spread spectrum. The watermark signal 
which is generated by W(t, k) is w={+1,-1}. 

⎩
⎨
⎧

=−
=+

=
0,1

1,1
),(

t

t
ktW . (2) 

Where t is an ASCII bits stream of the text watermark. 
Suppose that the tolerance of the value of the objective attribute into which will be 

inserted watermark is δ . The metric of inserting the watermark signal is to change the 
value d of the objective attribute by positive or negative revision. The value of objec-
tive attribute which is changed is represented as 

wdd ×+=
2

ˆ δ
. (3) 

After the process of making the decision which tuple could be inserted the water-
mark, a one-way hash function will operate on the attribute of these tuples which have 
been selected by the function S. 

Because the modification of the ordering of the tuple and attribute don’t interfere 
with the normal use of the data, it can insert the watermark into the data which has 
been processed by Hash function. The processing of Hash function is virtually a pro-
cedure of data chaotic. Therefore, it disperses the impact which caused from the dis-
tortion produced by watermark operated on the database[8], so as to enhance the ability 
of recovery and robustness of the watermark. 

After changing the text watermark into the bit flow w, we then split this bit flow 
into groups, making each group contain three bits. If the last group is insufficient, we 
may add one or two zero to make it complete. The reason for us to do this is for the 
convenience of the next operation which will encode the watermark signal w by using 
the technique of even parity check. 

For each three-bit group, correspondingly, we divide the set of attribute which have 
been operated by Hash function into subsets. Each subset contains three attributes and 
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will be encoded 3 bits of one group expressed above. So each attribute will be in-
serted one bit watermark signal. 

In the aspect of coding, we use the technique of error correction to operate on the 
original watermark information. New algorithm use the method of even parity check 
encoding, which can correct single random error, as we sets information code for 3 
bits (recorded as 210 ,, aaa ) and monitor code for 3 bits (recorded as 543 ,, aaa ). Ac-

cording to the exclusive-OR operation and the majority voting principle, we present 
the consistent monitor relation of the even parity check as follows: 

⎪
⎩

⎪
⎨

⎧

=⊕
=⊕
=⊕

521

420

310

aaa

aaa

aaa

. (4) 

Transformed to 

⎪
⎩

⎪
⎨

⎧

=⊕⊕
=⊕⊕
=⊕⊕

0

0

0

521

420

310

aaa

aaa

aaa

. (5) 

So, we can inference the monitor code according to the (4) (5) after we have known 
the value of the information code. Then we can get the even parity check code as: 

543210 aaaaaaa = .  

Because the grouping code supervise the information code by the additive monitor 
code, the two establish the relationship of supervision by establish the system of equa-
tions. Thus, when the information code has been lost, which is caused by the opera-
tion or the attack of the relational database, the mutual restriction relations correspon-
dent to the code in the system of equations may be destroyed. So we can discover the 
mistakes easily during the watermark detection through parity check equations. But 
we can know the position of the mistakes and correct them only when the number of 
the mistakes is odd. In order to describe the method of the correction more concretely, 
we transform (5) to 

⎪
⎩

⎪
⎨

⎧

⊕⊕=
⊕⊕=
⊕⊕=

5213

4202

3101

aaas

aaas

aaas

. (6) 

According to the relationship of the supervision, if the information code which is 
gets at the watermark detection step doesn’t have mistakes, in the (6) 0321 === sss . 

But when the information code has mistakes, at least one is not 0 in the result of 

321 ,, sss . Thus we can find the wrong position accurately and give the correction to 

the mistakes according to the different value of 321 ,, sss  that is it can correct a mis-

take of the information code. In order to avoid the situation which there is 2 mistakes 
in the information code, we use the technique of majority voting to the watermark 
which is gotten from the watermark detection. It can not only enhance the level of the 
accuracy of the watermark, but also intensify the error control ability, so as to resis-
tant attack to the large area of the watermark and increase the level of the robustness 
of the watermark. 
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As mentioned above, in order to increase the detection efficiency, we get the cor-
rect watermarking information bit by the technique of majority voting. At watermark 
detection time, after recovering all the watermark copies from the given data, we 
implored majority voting over all the recovered watermark bits in order to determine 
the most likely initial watermark bits. 

The following is an example of majority voting over five recovered watermark 
copies for a 9 bits sized original watermark. 

 
Bit 8 7 6 5 4 3 2 1 0 

0w  0 0 0 0 0 1 0 1 0 

1w  0 1 1 1 0 0 1 0 0 

2w  0 1 0 1 1 1 0 1 1 

3w  0 0 1 0 1 1 1 0 1 

4w  1 0 0 0 1 0 0 0 1 

resultw  0 0 0 0 1 1 0 0 1 

 
After get the result of the majority voting for the most likely initial watermarks, we 

will divide the result into group, each group contains 3 bits. Then each group will be 
subject to even parity check, the detect key is the union of the monitor code which is 
produced at the even parity check encoding time and the private key when inserting 
the watermark. 

2.1   Watermark Insertion 

As expressed in Section 2, we decide which tuple can be embedding the watermark by 
using the technique of spread spectrum, and the function W(t,k) produce the water-
mark signal w={+1, -1}by the technique of direct sequence spread spectrum. 

For every watermark tuple, suppose the value of the object attribute into which will 
be inserted the watermark is d , the tolerance for which is δ . Suppose X= 

{ lxx ...,,1 } R⊂  is the data to be watermarked and X  is the average value for the data, 

as the definition of the mean square error E=
( )

l

xX i∑ −
2

, so 
X

E=δ . The algorithm 

adjusts the value of d appropriately. The remainder of the d  divided by δ  represents 

the watermarking signal w. If the remainder is bigger than or equal to 
2

δ
, the water-

mark signal w is +1, otherwise, the watermarking signal is -1. Suppose that the value 

after change is d̂ , the adjustment can be represented as follows 

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

−

+

d

d

d

2

2
δ

δ

       
else

dandw

dandw

2
)mod(1

2
)mod(1

δδ

δδ

≥−=

<=

. (7) 
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We give the watermark insertion algorithm as follows: 
 

Watermark (attribute, wm_key, text, db_primary_key) 
t ←text_to_flow(text);            // change the text to the bit 
w ←stream_W(t, wm_key)      //change the text to the bit flow 
w′←group_triple(w)               // classify the watermark into groups by 3 bits 

 n ←
3

)(wlength
            // n is the number of the groups 

C ←Even( w′ )                        // Even parity check encoding to the w′  

For each tuple Rr ∈  

   if truepwS =),,( θ  

      subset_bin←tuple r  

   Sorted_attribute←sort_on_hash (subset_bin, db_primary_key, wm_key) 

//disarrange the order of the attribute of the tuples which will be watermarked 

 iV ←Vector_attribute (sorted_attribute, s, wm_key)  

//classify the attribute into the vectors, each vector has 3 attributes for each  

attribute of iV  do 

 for each 3_bit_set of w′  

    index i ←index( w′ ) mod 3 

 for (k=0; k ≤ 2; k++) 

   W
KA =Encode ( kA , iw′ )      // mark the attribute 

    Detect_key=( ∑
∗

=

sn

i
iC

1
) ∪ wm_key //generate the private key for the detection step 

    Encode( keywmwA ik _,, ) 

        compute δ  

    D= the value of the kA  

          δγ modd=  
      While ( iw′ =+1 and

2
δγ < ) do 

          
2

δ+=′ dd  

      While ( iw′ = -1 and
2
δγ ≥ ) do 

          
2
δ−=′ dd  

      else 

dd =′  
      return Detect_key 
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2.2   Watermark Detection 

First, we assume the attackers does not change the primary key attribute or the value 
of primary keys since the primary key contains valuable information and changing it 
will make the database less useful. 

At the watermark detection, we can also use the technique of spread spectrum, util-
izing the function S whose parameters are the private key (wm_key), the percentage of 
the tuple which will be modified (θ ), the value of each primary key attribute (p) to 
filter the tuple which is suspicious of having inserted watermark. Then we extract the 
watermark signal ( ∗w ) from the value of the objective attribute *d  which is suspicious 
of having inserted watermark. The extraction method can be described as follows: 

⎩
⎨
⎧

−
+

=
1

1*w    
2

*
2

*

)mod(

)mod(
δ

δ

δ
δ

<
≥

dif

dif
. (8) 

We give the watermark detection algorithm as follows: 
 

Detect(attribute, wm_key, db_primary_key, Detect_key ) 

For each tuple Rr ∈  

if truepwS =),,( θ  

subset_bin←tuple r  

Sorted_attribute←sort_on_hash(subset_bin,db_primary_key,wm_key) 

iV ←Vector_attribute (sorted_attribute, s, wm_key)   // iV  is the vector of the  

attribute which will be detected whether have the watermark information 

For each vector of V  do 

)(*
ii VDecodew ←          // extract the watermarking bit 

)_,(_ ** keywmwWstreamW i←            //assemble the single bit to the bit flow 

)_,(_ * keywmWvotingmajorityRatei ←     // Ratei is the rate of the voting vector for 

each watermarking bit  

3_bit_set← )_,(* keyDetectRateCorrect i    // get the set of the watermark after 

even parity check and majority voting, 3 bits for each set 

text←bitflow_to_text ( setbit __3∪ )   // change the bit flow to the text return text 

)_,( keywmVDecode i                     // watermarking extraction for one bit 

For each attribute of iV  do 

compute δ  

d =the value of the kA  
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if (
2

mod δδ ≥d ) 

1* +=w  

else 1* −=w  

return *w  

3   Analyses 

Generally, we can recognize the owner of the database from the text extracted from 
the database. But more exactly, for the court judgment, we can use some metrics to 
evaluate the similarity between two watermarks to establish that a false positive judg-
ment is highly unlikely so that an innocent party is unlikely to be wrongly accused of 
copying. 

One method is to compute the similarity which is always used in the image water-
marking. We can also apply this evaluation method to the database watermarking. We 
compare the extracted watermark and the original watermark to justify the existence 
of the watermark. We compare the watermark signal *w  which is gotten from the 

extraction step to the original watermark signal w. If the *w  is similar to the w, it 
represents that the extracted signal and the original signal are positive correlation; 
else, they are negative correlation. The correlation C of the two watermark signals can 
be described as follows: 

∑∑
=

∗

=

⋅==
m

i
ii

m

i
i wwCC

11

. (9) 

where 
i

w  and ∗
iw  represent the original watermark signal and the extracted water-

mark signal of the tuple which is been detected, m represents the total number of the 
detected tuples. The value of the C will be m if we choose the value of the k  and θ  
correctly. If the two groups of signal doesn’t have any relation or the value of k  and 
θ  are wrong, the value of the C will approach to 0 in theory. Then, the computing 
formula of the similarity can be simplified as follows: 

m

C

ww

ww
Sim

m

i
ii

m

i
ii

=
×

×
=

∑

∑

=

∗∗

=

∗

1

1 . (10) 

If the value of similarity of watermark signal produced by certain watermarking 
key is apparently higher than the threshold value which is set previously, we can 
make a decision that the database which is been detected is not illegal copyright. The 
threshold value is decided according to the need of the robustness of the watermark. 
First, we set the percentage of the tuples which can be inserted the watermark is θT . If 

the percentage of the correct watermark signal which we get from the detected tuples 
to the all tuples is higher than θT , then we can determine that the value is peak value, 

also we can determine that the database have been inserted the watermark signal 
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which is produced by the private key. After setting the value of θT , the corresponding 

threshold value of similarity can be described as follows: 

m

mTm −× θ2
. (11) 

where m represents the total number of the detected tuples. 
Another method is to compute the correlation coefficient which is used in the sta-

tistics. If the value of the attribute into which will be inserted the watermark is d 
and the value of the attribute into which has been inserted the watermark is Δ+d , 

the modification of the value is w×=Δ
2

δ
. At the watermarking detection time, we 

get the value of the objective attribute which is being detected *d , and then the 

difference to the original value of the attribute is dd −=Δ ** . We collect all the Δ  
of the tuples into which have been inserted the watermark and corresponding *Δ . 
So they will form two sequence of number. We get the correlation coefficient by 
calculating the standard deviation of the two sequences of number and the result of 
comparing the covariance of them. The correlation coefficient can be described as 
follows: 

∑ ∑∑ ∑
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Where m is the number of the tuples which will be detected. The result of the formula 
for the correlation coefficient will between be 1 and -1.If the correlation coefficient is 
positive number, then we call that the relevance of the two sequences is positive cor-
relation; if it is negative number, we call that the relevance of the two sequences is 
negative correlation; if it is equal to zero, we define that the two sequences do not 
have the relevance. In the statistic, we define that it is high correlation if 7.0≥ρ  and 

low correlation when 7.03.0 <≤ ρ , no correlation when 3.0<ρ . Therefore, we de-

fine the threshold θρ  between 0.7 and 0.3 when using this method so as to judge the 

existence of the watermark. 

4   Experiments 

For ease of deployment, we have written the system in Java to run as an Oracle 9i 
client application. The database used for the implementation contains 100000 tuples, 
where 61 attributes for each tuple. We select 10 numeric attributes for watermark 
inserting. The value of these numeric attributes is the arbitrary positive number be-
tween 0.0 and 9999.9. The parameter k of S and W is 7 and θ  is 5% in the experi-
ment, and there are 172736 attributes for inserting the watermark. We insert the string 
“ccnu” (8 bits for each character, totally 32bits) into the relational database. The  
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totaling influence of every attribute column for the database after watermark inserting 
is as table bellowed, which shows that the error result is extremely minor. 

Attribute Mean Variance 
The change rate 

of mean 
The change rate of 

variance 
A1 2862.0 231.4 3.6E-7 902E-7 
A2 138.1 103.8 0.0 0.0 
A3 11.8 6.5 0.0 0.0 
A4 260.6 202.8 0.0 0.0 
A5 35.2 42.6 0.0 0.0 
A6 3344.2 1776.8 2.5E-6 4.3E-6 
A7 218.2 20.9 0.0 0.0 
A8 225.5 16.7 0.0 0.0 
A9 139.3 31.2 0.0 0.0 

A10 3589.6 1781.4 0.0 0.0 

For the experiment of the watermark robustness, the watermark is subjected to a 
series attacks. The results for these experiments are as follows. 

Table 1. The Result of Rearrangement of Data 

Rate of data 
rearranged 

5% 10% 15% 20% 25% 30% 40% 50% 

Delectability 
of watermark 

99% 98.5% 95.2% 82% 67% 50% 24.2% 8.6% 

Table 2. The Result of Data Movement for Selecting Subset 

Rate of data 
movement 

5% 10% 15% 20% 25% 30% 40% 50% 

Delectability of 
watermark 

98.4% 97.5% 94% 80% 55% 52% 20.3% 6.6% 

Table 3. The Result of Random Data Replacement 

Rate of data 
replaced 

5% 10% 15% 20% 25% 30% 40% 50% 

Delectability of 
watermark 

99.6% 99% 97% 85% 72% 61.6% 28% 10% 

Table 4. The Result of Linear Transformation (Add/Delete) 

Rate of data 
transformed 

5% 10% 15% 20% 25% 30% 40% 50% 

Delectability of 
watermark 

99.6% 99% 97% 85% 72% 61.6% 28% 10% 

As described above, the experiment results show that new algorithm is robust 
against various forms of attacks. 
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For a deeper analysis, we random delete 3 thousand tuples and add 3 thousand in-
coherent tuples. At last, we attacked the database by arbitrary changing the value of 
the object attribute in the extent of the database can tolerant. We can also see the 
convex peak value obviously from the watermarking detected result of the database 
which has been continuously attacked (Fig.2). The result value of the similarity and 
correlation coefficient are all intuitively greater than the threshold. Therefore, it can 
testify the robustness of the inserted watermark 

                     

(a)                                                      (b) 

Fig. 1. The result value of the database parameter after inserting the watermark signal whose 
private key is 7 and parameter θ  is 5% (a) we define the threshold of the similarity as 7.5 (b) 
the threshold of the correlation coefficient is 0.3 

                    

(a) Similarity is 15.145                     (b) Correlation coefficient is 0.778 

Fig. 2. The watermark detection result after being attacked such as deleted; added and modified 

5   Conclusions 

This paper propose a new relational database watermarking method based on spread 
spectrum techniques. Meanwhile, we use the technique of even parity check and ma-
jority voting for watermarking extraction so as to improve the accuracy of the water-
mark which has been extracted from the database. At last experimental results show 
that it is robust to the important attacks and positive updating. 

Because of the particularity of the relational data, there are some difficulties to re-
search on watermarking relational databases in depth. But the right management of 
the relational databases copyright with watermark should be an important topic for 
database research. And this research direction will be deserved serious attention more 
and more. In the future, we also plan to address the related problem of collaborative 
ownership protection for relational database. 
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Abstract. Anticipatory Event Detection (AED) is a framework for mon-
itoring and tracking important and relevant news events at a fine grain
resolution. AED has been previously tested successfully on news topics
like NBA basketball match scores and mergers and acquisitions, but were
limited to a static event representation model. In this paper, we discuss
two recent attempts of adding content burstiness to AED. A burst is in-
tuitively a sudden surge in frequency of some quantifiable measure, in our
case, the document frequency. We examine two schemes for utilizing the
burstiness of individual words, one for revamping the static document rep-
resentation, and the other for extracting bursty and discriminatory words
from the two states of the AED Event Transition Graph.

1 Introduction

Open Source Intelligence (OSI) plays a fundamental role in Intelligence and Secu-
rity Informatics (ISI), accounting for as much as 80% of the overall intelligence[1].
In fact, former US Joint Chiefs Chairman and former Secretary of State Colin
Powell was noted to have said: “I preferred the Early Bird with its compendium
of newspaper stories to the President’s Daily Brief, the CIA’s capstone daily
product”. Thus, the ability to constantly monitor and accurately track events
from news sources all over the world is vital to ISI.

Major online portals like Google and Yahoo allows users to subscribe to news
alerts by specifying list of present/absent keywords to define a particular event
that he or she is interested in. Unfortunately, current alert systems are not smart
enough to figure out if a news document containing all the user defined words
satisfy the event or not. In fact, major portals like Yahoo rely on a human oper-
ator to approve system triggered news alerts, whereas others like Google prefer
to use a completely automated approach, resulting in many false alarms [2].

The Anticipatory Event Detection (AED) system is designed to detect ex-
pected/anticipated events specified by a user. For example, it can be configured
to monitor news streams for the occurence of very specific events like “Taiwan
declares independence”, “Coup in Thailand”, “Osama bin Laden captured”, etc.,
which we called anticipatory events (AE).

C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 220–225, 2007.
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2 Related Work

AED falls under the broader family of problems collectively known as Topic De-
tection and Tracking (TDT), which includes traditionally, New Event Detection
(NED), Topic Tracking (TT), and Retrospective Event Detection (RED), etc.
TDT defines a evaluation paradigm that addresses event-based organization of
broadcast news[3], with a significant focus on NED and TT for news. AED differs
from typical TDT tasks like NED/TT/RED primarily in two ways: 1) AED is
concerned only with one particular user-predefined anticipatory event; 2) AED
will return a hit if and only if the user-anticipated transition has consummated
for that specified event genre. For example, suppose NED or RED is set up to
return alerts for bombing events, then any news describing a new bombing inci-
dent or latest developments related to a known bombing could result in one or
more NED/RED hits. On the other hand, AED could be configured to return a
hit if and only if a bombing incident involving suicide bombers occurs in U.K.

AED systems based on classifying sentences/documents into pre/post AE
states have been previously proposed [4,2]. The idea is to train a classifier using
the pre/post documents of historical events with similar characteristics to the
AE. For example, to create an AED system to detect the event “US invades
Iran”, we can train it using available documents for the pre/post states of the
historical events of “US invades Afghanistan” and “US invades Iraq”.

3 AED System

Given a user defined AE, the AED system attempts to first model the concept of
a transition in a 2-state Event Transition Graph (ETG), e.g., the transition from
the pre state (-) of “US talking about Iran invasion” to the post state (+) of “US
invaded Iran”. Documents or sentences can then be assigned to each of the two
states and a classifier trained to differentiate between them. Figure 1 illustrates
the complete AED system with the ETG shown in the lower left corner.

Numerous articles about the pre-state of an AE are typically available, e.g.,
articles discussing the possible invasion of Iran, rumors about a pending merger.
However, for an AE that has not even happened, it is impossible for us to find

Fig. 1. Overview of the AED System
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much less collect any training news articles about the post-state. How then can
we train a 2-class classifier using only one class of data? There are two natural
approaches to this lack-of-training-data problem:

1. One class problem (i.e., Outlier detection). Using the existing set of pre-state
documents, we consider a new document that is sufficiently similar and yet
far away from the single class of training set to be representative of a fired
AE

2. Two class problem based on historically similar events. We can train the
classifier on historically similar events that have already fired, which means
we can readily collect articles for both the pre and post states easily.

One advantage of the first approach is that it can be practically automated;
the AED system simply gathers a bunch of documents about the AE returned
by any search engine using the keywords specified by the user. Since the event is
presumed to not have occured, all returned documents would belong to the pre-
state. However, the main problem is in tuning the classifier to accurately detect
the desired transition instead of brand new developments of the story, which is
exactly the same problem of NED and TT. In practice, it is extremely difficult
to tune the outlier detector without any a priori knowledge of the desired AE.

The advantage of the second approach, which we have adopted and evaluated
at both the sentence[4] and document resolutions[2], is that it can be significantly
more accurate than the first. However, its main limitation is that human analysts
must be involved to painstakingly find and collect the pre/post documents of
historically similar events. We are now investigating ways to reduce the effort of
the human analysts, by preselecting a small number of documents for him/her
to label.

4 Factoring Burstiness into AED

A burst as defined by Kleinberg[5] formally corresponds to a phenomenon in
which a large amount of text content about the same topic is generated in a
short time period. Figure 2 plots the document frequency for the word feature
“hurricane” superimposed on the topic on “Hurricane Mitch” from the TDT3[6]
dataset. From the figure, we see that the feature traffic for key words does have a
bearing on the hot topic of the period. In this section, we examine two different
approaches to incorporate burstiness into AED. First, we propose a new text
model representation. Second, we examine the top bursty words extracted from
each of the two AED states.

4.1 Bursty Vector Space Model

The classical text representation, known as the bag-of-words or Vector Space
Model (VSM) [7], represents a document as a vector in a very high-dimensional
space; with each element denoting the weight/importance associated with a fea-
ture in the document. Popular weighting methods include binary, term frequency
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feature traffic vs. topic traffic
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topic: Hurricane Mitch
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Fig. 2. Traffic overlap between a bursty topic and its feature “hurricane”

(TF), and term frequency - inverse document frequency (TFIDF). The fea-
ture space typically includes raw words, word stems, phrases, extracted named
entities, etc.

The static VSM simply is not ideal in representing evolving trends in text
streams, nor is it able to meaningfully model a transition from one semantic
context to another. Specifically, a feature in static VSM could refer to completely
different topics at various points in time, e.g., most occurrences of the word
feature “war” in news collections circa 1998 refer to “the war between NATO
and the Serbs”, whereas the same word feature found in news collections circa
2003 mostly refers to the “war between US and Iraq” or “war on terrorism”.
Grouping words into phrases (e.g., n-grams) as new features and assigning part-
of-speech tags to each words can improve the semantic meaning somewhat, but
neither approach takes into consideration the time dimension of text streams.

An up and coming topic is usually accompanied by a sharp rise in the report-
ing frequency of some distinctive features, known as “bursty features”. These
bursty features could be used to more accurately portray the semantics of an
evolving topic. Figure 3 illustrates the effectiveness of using top bursty features
to represent two separate topics. Had we used the usual feature selection and
weighting scheme, the word features “Gingrich” and “Newt” frequent in both
related but different topics would turn up nearly important for representing
documents of these two topics.

Our proposed bursty VSM representation simply boosts the weights of bursty
words by an amount proportional to their burstiness value at the published time
instance (document timestamp). Consequently, each document now has a dy-
namic bursty representation dependent on both their content and time stamp,

Fig. 3. Frequent features of two topics (bursty features shown in bold)
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i.e., the exact document at two different time stamps may have vastly differ-
ent bursty vector representations! The bursty representation was evaluated on
clustering news streams and shown to yield superior clusters[8].

4.2 Extracting Bursty Features for the Event Transition Graph

As mentioned, one of the key limitations of our current AED formulation is its
heavy reliance on human operators to collect a set of training documents for
modelling the two states of the AED classifier. In fact, the desired AE is pretty
much defined by the set of document collection and a set of unordered contextual
keywords, e.g., “US invades bombs move into air strikes Iraq” and a collections
of articles involving past invasions, e.g., invasions of Afghanistan, Iraq, Vietnam,
manually labelled as negative or positive.

Since the same word may have different burstiness and importance pre and
post transition, we applied Kleinberg’s algorithm[5] to the word document fre-
quencies in the pre-transition and post-transition set of documents. In other
words, Kleinberg’s algorithm is applied twice, independently on two streams of
documents. Specifically, for each word in a stream,

1. The daily document-word frequency is fed as input to Kleinberg’s algorithm.
2. Kleinberg’s algorithm will calculate and output a weight and state sequence

for the word. This state sequence characterizes the burstiness period of the
word in time with the weight quantifying its overall burstiness.

3. If the ouput state sequence of a word has at least one transition to the bursty
state, then the word will be classified as bursty.

Fig. 4. Words characterizing Clinton’s Middle East visit in 1998 from the TDT3
dataset. Positive refers to post visit and negative refers to pre-visit.
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The top bursty words from the negative/pre and positive/post streams form
the Negative and Positive Bursty Set, respectively. In other words, for each AE
transition in the ETG, we have a set of bursty words defining its post event state
(positive bursty set) as well as its pre state (negative bursty set).

We computed the burstiness on 6 TDT3 news topics and plotted the overlap
between the two bursty set of words for each event, one of which is shown in
figure 4. Clearly, the important words before and after the visit are quite different
from those prior to the visit, with ’clinton’ and ’president’ and ’week’ as the top
3 overlapping words out of the top 20 bursty words.

It is our goal to use bursty analysis like this to help a user zero in on the
precise set of keywords for defining the pre and post state of the AE, which will
lead to a better returned set of documents corresponding to the two states.

5 Conclusion

We introduced AED as a viable solution to monitor and track events relevant
to the ISI community. We described the various research issues associated with
AED and proposed using burstiness to address them as a first step. We have yet
to address the active learning strategies to select the minimal set of documents
for characterizing the pre and post state of a user defined AE. There are also
some practical problems associated with AED once it is deployed for mass usage,
which include handling multiple users and AEs, and rare but possible multi-state
and multiple-outcome AEs. All in all, we hope to continue to work on AED until
it becomes a viable and practical tool for everyday use.
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Abstract. The investigation of community structures in networks is an 
important issue in many domains and disciplines. There have been considerable 
recent interest algorithms for finding communities in networks. In this paper we 
present a method of detecting community structure based on hypergraph model. 
The hypergraph model maps the relationship in the original data into a 
hypergraph. A hyperedge represents a relationship among subsets of data and 
the weight of the hyperedge reflects the strength of this affinity. We assign the 
density of a hyperedge to its weight. We present and illustrate the results of 
experiments on the Enron data set. These experiments demonstrate that our 
approach is applicable and effective. 

Keywords: scale-free, hypergraph model, community structure, local density. 

1   Introduction 

Networks with power-law degree distributions have been the focus of a great deal of 
attention in the literature [1]. They are sometimes referred to as scale-free networks 
[2], although it is only their degree distributions that are scale-free; one can and 
usually does have scales present in other network properties. More recently, power-
law degree distributions have been observed in a host of other networks, including 
notably citation networks [3], the World Wide Web [4], and the criminal or terrorist 
networks [5, 6]. Earlier researchers [2, 7] have demonstrated that many of these real-
world interaction networks are scale-free. Most nodes in the network have low 
degrees while a few nodes, known as hubs, are well connected with large degrees. 

Community detection in large networks is potentially very useful. Nodes belonging 
to a tight-knit community are more likely to have some properties in common. In law 
enforcement, intelligence analysts often refer to nodes and links in a criminal network 
as entities and relationships [8]. The entities may be criminals, organizations, 
vehicles, weapons, bank accounts, etc. The relationships between the entities specify 
how these entities are associated together. Law enforcement agencies and intelligence 
analysts frequently face the problems of identifying possible relationships among a 
specific group of entities in a criminal network. It is very important for us to discover 
groups of individuals and organizations that are strongly related by associations in a 
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criminal network. It is also very important to understand the functions and structures 
of terrorist networks to win the battle against terror. However, previous studies of 
terrorist network structure have generated little actionable results. This is mainly due 
to the difficulty in collecting and accessing reliable data and the lack of advanced 
network analysis methodologies in the field.  

2   Related Work 

Many clustering algorithms of various types have been developed and used to analyze 
scale-free networks. However, it is very difficult for them to guarantee effective 
partitioning of natural groups from the core of a scale-free network.  

The use of hypergraphs in data mining has been studied. For example Han et al [9] 
present a hypergraph model based on association rules. In their implementation, they 
use frequent item sets found by the association rule algorithm as hyperedges. They try 
to use the support of each frequent item set as the weight of the corresponding 
hyperedge. However, support carries much less meaning for hyperedges of size 
greater than two, as in general, the support of a large hyperedge will be much smaller 
than the support of smaller hyperedges. Furthermore, for these larger item sets, 
confidence of the underlying association rules can capture correlation among data 
items that is not captured by support.  

3   Hypergraph Model Based on Local Density 

The approach for community detection consists of the following two steps. During the 
first step, a weighted hypergraph H is constructed to represent the relations among 
different objects, and during the second step, a hypergraph partitioning algorithm is 
used to find k partitions such that the object in each partition are highly related. Here 
we mainly introduce our hypergraph model based on local density. We use η -dense 

subgraph as hyperedges.  

3.1   Density of Subgraph 

The natural notion of density of a graph is the following.  

Definition 1. Let ( , )G V E′ ′ ′=  be any undirected subgraph with n vertices and m 

edges. The density ( )Gρ ′ of G′  is the ratio defined as  

2
( )

n

m
G def

C
ρ ′ =  (1) 

The density ( )Gρ ′ of a graph ( , )G V E′ ′ ′= , often referred to as relative density, is 

defined to be the fraction of number of edges in G′  relative to the maximum number 
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of possible edges on the vertex set of G′ . It is easy to see that ( ) [0,1]Gρ ′ ∈ , for any 

subgraph G′ . We are interested in subgraphs of certain densities. 

Definition 2. Let ),( EVG =  be an undirected graph and let 10 ≤≤ η  be a real 

number. A subgraph ( , ), ,G V E V V E E′ ′ ′ ′ ′= ⊆ ⊆  is said to be an η -dense 

subgraph if and only if ( )Gρ η′ ≥ . 

In an η -dense subgraph, the interpretation is that any two members share with 

probability (or frequency) at least η  a relationship with each other. It is, however, 

immediate that even graphs of fairly high density are allowed to have isolated 
vertices. 

3.2   Finding η -dense Subgraphs 

Our algorithm of finding the η -dense subgraphs employs an iterative approach know 

as a level-wise search, where a subgraph with k vertices is used to explore a subgraph 
with (k+1) vertices. First, the 2-subset of only 2 vertices which adjoin to be an edge of 
the graph is found. We can denote the set S2. It is used to find the 3-subset S3 which 
have 3 vertices, and so on, until no more η -dense subgraphs can be found. The 

finding of each Sk requires one full scan of the whole graph. To improve the 
efficiency of the level-wise generation of subgraphs, we use an important property to 
reduce the search space. This property is based on the following observation.  

Property: Sort the vertices in decreasing order of their degrees. If a subset Sk does not 

satisfy the minimum density thresholdη , that is ηρ <)( kS . If a vertex v  which has 

less degree than any vertex of Si is add to the subset Si, then resulting subset 

(i.e., kS v∪ ) cannot be aη -dense subgraph, that is ( )kS vρ η<∪ . 

Let us look at how this property is used in the algorithm. The following process 
consists of two steps. 

1. The join step: To find Sk, a set of k-subset is generated by join Sk-1 with itself. 
This set of candidates is denoted Ck. By convention, we assume that vertices within a 
subset (subgraph) are sorted in decreasing order of their degrees. The join, 

11 −− ∞ kk SS is performed, where members of are joinable if their first (k-2) vertices are 

in common. 
2. The prune step: Ck is a superset of Sk, that is, its members may or may not be a 

η -dense subgraph, but all of the k-subset are included in Ck. A scan of the graph to 

determine the count of each candidate in Ck would result in the determination of Sk. 
Ck can be huge and so this could involve heavy computation. To reduce the size of 
Ck, we use the above property as follow. Any (k-1) subset that is not a η -dense 

subgraph can not be a η -dense subgraph with k vertices. So, if any (k-1) subset is 

not in Sk-1, then the candidate cannot be a η -dense subgraph either and so can be 

removed from Ck.  
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3.3   Hypergraph Model 

A hypergraph [10] ),( EVH =  consists of a set of vertices ( V ) and a set of 

hyperedges ( E ). A hypergraph is an extension of a graph in the sense that each 
hyperedge can connect more than two vertices. In our model, the set of vertices V  

corresponds to the set of vertices being clustered, and each hyperedge Ee ∈  
corresponds to a set of related vertices. A key problem in modeling of data items as 
hypergraph is the determination of related items that can be grouped as hyperedges 
and determining weights of each such hyperedge. By the above algorithm, we can get 
many η -dense subgraphs. And we can take each of the η -dense subgraph as a 

hyperedge which is weighted by its density. That is we can get the initial hypergraph. 
In order to detect the community structure, we must use some kind of hypergraph 
partitioning algorithm. HMETIS [11] is a multi-level hypergraph partitioning 
algorithm to minimize the weighted hyperedge cut, and thus tends to create partitions 
in which the connectivity among the vertices in each partition is high, resulting in 
good clusters. But our approach is different with the hypergraph model based on 
association rules. Our hypergraph model is based on local density, and the weight of a 
hyperedge is the density of the subset. 

4   Experiments 

4.1   Enron Corpus 

The Enron email dataset [12] was made public by the Federal Energy Regulatory 
Commission during its investigation. This is the largest real email corpus, and makes 
an ideal target for link analysis and social network analysis. There were 150 
employees from Enron with email logs recorded during a 19 month period. The 
corpus contains a total of about 0.5M messages. The undirected email graph is 
constructed as follows. First, the employees must have exchanged at least 30 emails 
with each other. Second, each member of the pair has sent at least 6 emails to the 
other. Thus we constructed an undirected graph with 758 vertices and 6727 edges. 
The distribution of the degree k and the number of vertices P (k) is as the following  
 

Table 1. Distribution of k and P (k) of Enron Email graph 

k <5 6-10 10-15 15-20 20-30 30-40 40-50 50-70 70-90 90-150 150-200 200+ 

P(k) 545 74 43 23 24 12 14 7 5 5 4 2  

Table 1. There are only about 10 vertices whose degree more than 100, but there 
are 545 vertices with less than 5 degree. Prefuse [13] is a Java-based toolkit for 
building interactive information visualization applications. Figure 1 shows the Email 
dataset graph.  
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Fig. 1. Visualization of the whole Enron Email graph 

4.2   Detecting the Community Structure 

Based on our hypergraph model and the above initial graph, we identify communities 
in the Enron email network. We select some subsets (hyperedges) to illustrate. The 
following Table 2 shows some communities in the result. The number is ID of every 
employee. We can find 1489(named James.Steffes), 1490(named Steven.Kean), 
17095(named Mary.hain), 801(named Susan.Mara), 288(named Tana.Jones), 
36(named Alan.Comnes), 37(named Tim.Belden) etc. are included in different 
communities. As we known, Steven Kean was the Enron executive vice president and  
 

Table 2. Some communities in the Enron corpus 

181,253,801,813,817,818,1180,1463,1474,1489,1490,1547,2157,2217,3441, 
3536,5416,8546 
36,37,66,181,253,701,801,813,817,818,1180,1452,1474,1489,1490,1547,1786, 
2222,2318,8546,9244,17095 
36,37,42,55,166,181,206,253,801,813,817,1416,1474,1475,1489,1490,2222, 
4001,7213,9244,17095,17252,28563,28654,48550 
36,37,55,181,206,253,347,782,800,801,813,817,818,1016,1054,1180,1456, 
1474,1475,1485,1489,1620,1786,2222,2238,2318,3132,3134,3152,3164,4001, 
7213,8546,9244,17095,28654 
181,253,347,801,817,818,1454,1489,1490,1779,2156 
144,280,288,1101,2365,2390,3029,3098,3099,3101,3113,3404,5897,8379, 
9117,17097,18647,20033,20382,2068,56992 
33,155,280,288,318,329,401,403,437,480,551,1019,1101,1102,2186,2365, 
2390,3032,3098,3100,3101,3113,3404,4854,5583,5897,7158,9094,15296, 
16417,17099,18647,19980,20015,20022,20029,20030 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



 Community Detection in Scale-Free Networks Based on Hypergraph Model 231 

chief of staff. Mr. James Steffes was the Vice President of Government Affairs 
ENRON Corporation. Mary Hain was one of Enron's in-house lawyers. Their woks 
were related to several different departments. So it is easy for us to understand why 
they are included in different hyperedges. 

5   Conclusion  

In this paper we present a method of detecting community structure based on 
hypergraph model. The hypergraph model maps the relationship in the original data 
into a hypergraph. A hyperedge represents a relationship among subsets of data and 
the weight of the hyperedge reflects the strength of this affinity. We assign the density 
of a hyperedge to its weight. We present and illustrate the results of experiments on 
the Enron data set. The experiments demonstrate that our approach is applicable and 
effective.  
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Abstract. Until now, classification is a primary technology in Pedestrian 
Detection. However, most existing single-classifiers and cascaded classifiers 
can hardly satisfy practical needs (e.g. false negative rate, false positive rate and 
detection speed).  In this paper, we proposed an assembly classifier which was 
specifically designed for pedestrian detection in order to get higher detection 
rate and lower false positive rate at high speed. The assembly classifier is 
trained to select out the best single-classifiers, all of which will be arranged in a 
proper structure; finally, a treelike classifier is obtained. The experimental 
results have validated that the proposed assembly classifier generates better 
results than most of the existing single-classifiers and cascaded classifiers. 

1   Introduction 

Pedestrian detection system (PDS) aims at reducing traffic accidents and saving lives. 
Classification technology based PDS is majority by now. Therefore, it is essential to 
design an effective classifier for PDS, which must satisfy the requirements of real-
time car-mount detection (e.g. high detection rate and low false positive rate as well 
as high processing speed). 

Until now, various classifiers have been proposed for PDS, most of which are 
single classifiers (non-cascaded classifiers) such as time-delay neural networks based 
classifier [2], Radial Basis Function based classifier [3], support vector machine 
(SVM) based classifier [4][5] and simulated annealing based classifier [6]. However, 
these methods usually have the disadvantages of high false positive rate and low 
detection speed. Until recent years, a few cascaded classifiers were designed for PDS 
[1][7][8]. For example, Viola and Jones adopted AdaBoost algorithm to train a serial-
connected cascaded classifier [1]; we used AdaBoost and decomposed SVM 
algorithms to train an even more complicated cascaded classifier [8]. Although 
cascaded classifiers have obtained some progress in performance, some problems still 
exist when they are applied in urban traffic. For instance, the cascaded classifiers have 
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low false positive rate and high classification speed, but the false negative rate is still 
too high comparatively.  

In this paper, we proposed a new classifier which introduced the idea of assembly 
learning. The assembly classifier is generated as follows: (1) To train one or two 
single classifier(s) basing on current assembly classifier; (2) To add the single 
classifiers into the assembly classifier and adjust the cascaded structure; (3) If the 
assembly classifier can meet the requirements of positive rate and false positive rate, 
then stop training and get the final cascaded classifier; else go to (1). With the 
proposed treelike assembly learning classifier, most effective single-classifiers can be 
selected and then to be organized in proper structure.  

We also carried out car-mount detection to verify the performance of the assembly 
classifier; and the experimental results were compared with other existing single and 
cascaded classifiers, which showed that the assembly classifier was superior to most 
of the existing classifiers.  

The remainder of this paper is organized as follows: Section 2 describes the 
method of the assembly classifier. Section 3 presents the experimental results. Section 
4 concludes this paper. 

2   Methods of the Assembly Classifier 

The target of the assembly classifier is to select best single classifiers and then 
combine them with an appropriate structure. Moreover, the contribution of each single 
classifier strongly depends on its position in the cascaded structure. Therefore, in 
order to fulfill the requirements, we train single classifiers and generate the assembly 
classifier at the same time. 

2.1   Training Procedure 

The construction procedure consists of two main stages: training the first single 
classifier (stage 1), and generating the assembly classifier by adding two single 
classifiers each round (stage 2).  

In stage 1, we train a single classifier which called root-classifier that aims at 
preliminary selection. And stage 2 is a loop procedure: in each round, we train two 
single classifiers separately and then add them into the assembly classifier. 

Moreover, we will explain how to train each single classifier and how to generate 
the assembly classifier in detail as following. 

2.1.1   Single Classifier Training 
In the assembly classifier, all single classifiers are trained by applying AdaBoost 
algorithm [1]; however, different classifiers aim at different purposes and can get 
different results accordingly. 

The first single classifier is for preliminary selecting, which should be fast enough 
with low false positive rate and low false negative rate (e.g. near to zero). Therefore, 
3000 positive samples and 3000 manually-made negative samples (these samples are 
similar to pedestrians) were selected to form the training set, and also 200 key 
features were manually selected as feature set instead of random selection. 
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Furthermore, to satisfy the requirement of primary selection (to reject most of the 
non-pedestrians with a high detection rate); we need to modify the classification 
threshold manually in order to decrease false negative rate. 

For other single classifiers, 3000 positive samples, 10,000,000 negative samples, 
5000 gray-scale haar features and 5000 color haar features were adoted to train them. 
The huge negative samples can include various non-pedestrian objects. A classifier, 
which can distinguish them from the positive samples, also has a good classification 
precision in actual detection. 

2.1.2   Construction Procedure  
The construction procedure mainly includes 9 steps as shown in Fig. 1, which is 
similar to creating a binary tree from root to leaf. A path from root to any leaf can be 
a cascaded classifier; if false positive rates of all cascaded classifiers in the assembly 
classifier are less than thresholdθ , then the construction procedure is finished. 

Input : Positive Set ps, Huge Negative Set ns.
      Two feature sets 1 2,fs fs
False positive rate threshold .

Output: an assembly classifier ac.

1. Create an empty assembly classifier called ac and an empty list called 
OPEN.

2. Train the root-classifier, and then insert it into ac and put it on OPEN. 
3. If OPEN is empty, finish the construction procedure. 
4. Select the first single classifier in OPEN, remove it from OPEN. Call this 

classifier c.
5. Select training set based on the position of c in the assembly.
6. Train two single classifiers called 1c and 2c with 1fs and 2fs respectively. 

Add 1c and 2c to ac as two successors of c
7. Find a path from root-classifier to 

1c vertically, which can be seen as a 
cascaded classifier. If the false positive rate of the cascaded classifier is 
less than , put 1c on OPEN.

8. Similarly, if the false positive rate of the cascaded classifier from root-
classifier to 2c is less than , put 2c on OPEN.

9. Go to step 3 
 

Fig. 1. Construction procedure of the assembly classifier 

In the construction procedure, each single classifier (except the root-classifier) 
selects only part of negative training samples which are false-positive classified by all 
single classifiers in previous levels, which helps single classifiers to increase the 
performance of distinguishing pedestrians from similar pedestrian objects (it also 
means to decrease false positive rate).  

2.2   Classification Procedure 

The structure of the assembly classifier is a particular binary tree which called 2-tree 
(each node in 2-tree has 0 or 2 child classifier(s)). For example, as shown in Fig. 2, 
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the assembly classifier has no single classifier which has only 1 child-classifier. In the 
classification procedure, a candidate region is regarded as containing a pedestrian 
only when it is classified as POSITIVE by the root-classifier and at least one sub 
assembly classifier. 

 

Fig. 2. Structure of the assembly classifier 

A recursion algorithm is shown in Fig. 3 to describe the classification procedure in 
detail. 

RESULT classificationResult (x, ac) {
/* x is the a candidate region */ 
/* ac is an assembly classifier */ 
If (ac contains only a single classifier c) { 
 If c regards x as POSITIVE
   Return POSITIVE;
 Else Return NEGATIVE;
}
ELSE { 

c = root-classifier of ac;
 {subac1,subac2}= two sub assemblies of ac; 

If(c regards x as POSITIVE and 
(classificationResult(x,subac1)is POSITIVE) or 
classificationResult (x,subac2)is POSITIVE)))

  Return  POSITIVE;
 Else Return NEGATIVE;
 } 
}           

 

Fig. 3. Pseudo-code of classification procedure 

3   Experimental Results and Discussion 

In order to verify that the assembly classifier can reduce false positive rate without 
decreasing detection rate and get better performances than single classifier and 
cascaded classifier, we carried out several tests on a Pentium IV 2.4G computer with 
1G DDR RAM.  

In our experiment, we get 10 layers (the height of the assembly classifier) assembly 
classifier, which contains 251 component single classifiers. We test the assembly 
classifier and other two cascaded classifiers with 5 types of videos. The test videos 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



236 C.X. Wei et al. 

were captured in different urban traffic scenes and different brightness conditions. 
The two cascade classifiers were trained with Viola and Jones’s method [1]. The first 
classifier has five serial layers, while the second one has ten layers in serial. The 
overall results are shown in Table I. 

Table 1. Sytem performance comparing of cascaded classifiers 

Test video type 

PDS performance 
1 2 3 4 5 Average 

Detection rate (%) 92.1 90.8 90.3 89.7 86.1 89.8 

False positive rate(‰) 0.05 0.13 0.16 0.11 0.11 0.11 
The 

assembly 
classifier 

Detection speed(fps) 12.2 11.2 12.3 12.8 12.0 12.1 

Detection rate (%) 91.5 90.4 85.6 84.6 81.8 86.78 

False positive rate(‰) 1.0 2.2 2.5 2.5 3.0 2.24 
Cascaded 
classifier1 

(five layers) 
Detection speed(fps) 12.5 11.8 12.7 13.1 12.4 12.5 

Detection rate (%) 80.5 78.6 75.6 75.2 72.6 76.5 

False positive rate(‰) 0.06 0.12 0.18 0.11 0.10 0.11 
Cascaded 

classifier 2 
(ten layers) 

Detection speed(fps) 11.5 10.9 11.5 11.8 10.8 11.3 

The experimental results in the table I indicate that: 

(1) The assembly classifier gets good performance compared to the cascaded 
classifiers. With test videos of urban traffic, on average, the false positive is 0.11‰, 
and the detection rate is 89.8%; whist the detection speed is 12.1fps. 

(2) Both cascaded classifiers have high detection speed. However, the detection 
rates and false positive rates also increase with the number of single classifiers. The 
cascaded classifier 1(five serial layers) has a high detection rate of 86.78% and a high 
false positive rate of 2.24‰; whist the cascaded classifier 2 (ten serial layers) has a 
low detection rate of 76.5% and a low false positive rate of 0.11‰.  

Due to the tree structure, most of non-pedestrian regions were rejected by only a 
few of single classifiers at top layers. Therefore, the assembly classifier can get a high 
detection speed of 12fps on average, which can almost satisfy real-time requirement. 

4   Conclusions 

In this paper, we proposed an assembly classifier for pedestrian detection system. The 
assembly classifier can select the best single classifiers and combines them in an 
appropriate structure, which has lower false positive rate and higher detection rate. 
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The experimental results show that the proposed classifier is superior to most of 
existing single and also cascaded classifiers. Comparatively, the assembly classifier 
has following features: 

(1) The organization structure is built automatically in the training procedure. 
(2) Its detection rate is no more than that of any single classifier it contained. 
(3) Its false positive rate can be reduced to extraordinary low (near to zero), which 

can make the assembly classifier suitable for real detection in urban traffic. 
(4) Due to the treelike structure, its high detection speed almost satisfies the 

requirement of practical application. 

Moreover, it is obvious that the performance of assembly classifier is affected by 
the independences of its component single classifiers. Therefore, classifiers trained 
with different methods are more suitable to form an assembly classifier. In the future, 
we plan to adopt different methods to train single classifiers, such as SVM, KNN and 
so on. 
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Abstract. Internet auctions are one of the few successful new business models. 
Owing to the nature of Internet auctions, e.g. high degree of anonymity, relaxed 
legal constraints, and low costs for entry and exit, etc…, fraudsters are easily to 
setup a scam or deception in auction activities. Undeniable fact is that 
information asymmetry between sellers and buyers and lacking of immediately 
examining authenticity of the merchandise, the buyer can’t verify the seller and 
the characteristics of the merchandise until after the transaction is completed. 
This paper proposes a simple method which is detected potential fraudster by 
social network analysis (SNA) and decision tree to provide a feasible 
mechanism of playing capable guardians in buyers’ auction activities. Through 
our simple method, buyers can easily avoid defraud in auction activities.  

Keywords: Internet auction fraud, fraud detection. 

1   Introduction 

With the rapid development and proliferation of technologies and applications in 
Internet, it has not only triggered new forms of commerce but also created variously 
platforms to exhibit the company or personal merchandise without considering time 
and space. Through these platforms, people can browse, order, sell, buy, exchange, 
auction, or bid, and so on. In particular, the transactions between these platforms also 
accelerate the boom and multiformity of Internet business. Exploiting in auctions is 
one of the few successful new business models enabled by the Internet [1]. Through 
the Internet, it is no longer just for a minority to participate in auctions, but allows 
millions of people all over world to buy and sell almost any kind of product. At any 
given time, there are millions of auction listings across thousands of categories on 
auctions sites such as eBay and Yahoo. Nowadays, these sites also rank high in both 
the number of visitors and the average time spent per visit.  

There is no doubt that Internet auctions have had higher potential to enlarge its 
economic scope. However, due to lacking of effective countercheck mechanism, 
Internet auctions are the leading source of top ten online frauds in recently years [2]. 
Many of the cases involve straightforward scams where consumers allegedly "won" 
the bid for merchandise through an Internet auction Web site, sent in their money, but 
never received the merchandise. According to the report of Federal Trade 
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Commission (FTC), Internet auction fraud is the single largest category of Internet 
related complaints in the FTC's Consumer Sentinel database, which logged 14,387 
cases in 2000, 51,000 cases in 2002, and 98,653 cases in 2004 [3]. In addition, 
according to Internet Fraud Statistics from 2000 to 2005 of National Consumer 
League (NCL), the amount of lost in Internet auction fraud was $3 million in 2000, up 
to $15.5 million in 2002, and then increased to $25.2 million in 2004. Surprisingly, 
the total lost in 2005 was two times of lost in 2004 to $58.9 million [4]. It reveals that 
Internet auction fraud grows very rapidly and it has been a significant impact in 
economic and society. 

Thus, this study will propose a simple method in confronting Internet auction 
fraud. We can easily figure out the fraudster and its relative IDs and remind the buyer 
to deliberate on paying the money. In the following section, it will introduce Internet 
auction fraud and its counteracting strategies in Section 2, and describe our method to 
detect the fraudster and its relative IDs in Section 3. Then, in Section 4, it gives 
conclusions and notes future directions. 

2   Background 

2.1   Confronting Internet Auction Fraud 

Due to the characteristics difference between Internet auction and traditional ones, 
e.g. high degree of anonymity, relaxed legal constraints, and low costs for entry and 
exit, etc… [5], fraudsters are easily to setup a scam or deception in an Internet 
auction. Furthermore, the nature of Internet changes the way that a seller’s 
information flows from the seller to the buyer. It causes a greater information 
asymmetry in Internet auction transactions [6], such as sellers will mask their 
identities, fake the reputation, shill bidding, and buyers can’t verify the authenticity of 
the merchandise before they pay. Information asymmetry increases the incident of the 
Internet auction fraud and decreases chances of detection and punishment. 

To combat Internet auction fraud, Chua and Wareham (2004) indicate various 
types of fraud in [7] and profile the fraudster of Internet auction. They figure out that 
most Internet auction fraudsters are professional criminals, antisocial in motives, and 
knowing to develop specialized fraud schemes increasing profits while minimizing 
risk of capture. They suggest an effective approach to fight Internet auction fraud by 
enforcing existing rules with combining the efforts of auction communities, 
governments and auction institutions. However, as they have mentioned, the approach 
will be costly both in monetary and managerial means.  

In the meanwhile, researchers take notice of importance properties of auction 
activity. There are three main factors in auction activity. They are seller, buyer and 
merchandise to bid. Some researchers suggest auction sites to develop more explicit 
reputation mechanism for accelerating trust and reliability among transactions 
[8][9][10]. Resnick et al. (2000) define a reputation system as a system that “collects, 
distributes, and aggregates feedback about participants’ past behavior”. This system 
helps “people decide whom to trust, encourage trustworthy behavior, and deter 
participation by those who are unskilled or dishonest” [8]. Thus, a well-designed 
reputation system can not only decrease the cases of fraud in auction communities, 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



240 Y. Ku, Y. Chen, and C. Chiu 

but also help buyers, especially in experienced Internet auction buyers, to avoid 
potentially fraudulent auctions [11]. Unfortunately, not every auction site has its high 
quality reputation system, even if eBay or yahoo. It improves the opportunities of 
fraudsters to counterfeit their reputation which auction site allows the seller to remain 
anonymous and to easily change identities. 

In “merchandise to bid”, it builds the connection relationship between sellers and 
buyers. But, owing to the information asymmetry and lacking of immediately 
examining authenticity of the merchandise, the buyer can’t verify the seller and the 
characteristics of the merchandise until after the transaction is completed. This nature 
of Internet auction derives the uncertain quality of merchandise to buyers and let it 
easily related to online fraud [12]. Fraudsters can fabricate any information about the 
merchandise and its quality, for example, shilling, misrepresentation, fee stacking, 
reproductions and counterfeits, and buy and switch, etc. Not surprisingly, only few 
auction sites can offer various services, e.g. feedback systems, insurance or guarantee, 
and escrow services, to promise the quality to buyers [13]. It still boosts the cost and 
complicated transactions in managerial means. 

2.2   Social Network Analysis 

Social network analysis (SNA) is an approach and set of technique used to study the 
exchange of resources among actors (i.e., individuals, groups, or organizations) [17]. 
SNA is used in sociology research to analyze patterns of relationships and interactions 
between social actors in order to discover an underlying social structure [18]. A 
network is usually represented as a graph which contains a number of nodes (network 
actors) connected by links (relationships) [19]. SNA is capable of detecting subgroups, 
discovering central individuals, and uncovering network organization and structure 
[20]. Subgroups in network can give quite important information, interaction between 
members and subgroups in network can be understand using an SNA approach called 
k-core, which is a maximal subgraph in which each point is adjacent to at least k other 
points: all the points within the k-core have a degree greater than or equal to k [18]. A 
k-core is an essential complement to the measurement of density [21]. Therefore we 
use the k-core approach to find any unusual links or relationships in network. 

3   Our Method to Confront Internet Auction Fraud 

3.1   Using SNA to Group Potential Fraudsters 

In this study, it will utilize the social network analysis (SNA) technique to detect the 
relationship of potential fraudsters. Using SNA, it can successful distinct from the 
seemingly-legitimate (potential fraudsters) and legitimate users [16]. Due to the 
nature of Internet auction, 89.0% of all seller-buyer pairs conduct just one transaction 
during the time period and 98.9% no more than four [9]. It means that the repeat 
transaction of the same seller-buyer pair is lower than 2%. Therefore, when one 
seller-buyer pair transaction is normal, the k-core value is equal to 1 (it denotes  
1-core). Otherwise, the k-core value will higher than 1.  

For example, in Fig. 1, we employ a seller “noddrkks” which reported in “black 
listing” by Yahoo auction site to demonstrates abnormal transaction behavior. Seller 
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“noddrkks” and its each buyer is 1-core, such as “noddrkks--faayensp”, “noddrkks--
e2000”, “noddrkks--psp”, etc. Seller “adssl66” and its each buyer is also 1-core. But, 
we calculate the k-core value in “noddrkks” and “adssl66” is 2 (it denotes 2-cores), it 
shows that “noddrkks” and “adssl66” have frequency and abnormal transactions. In 
Fig. 1, there are 2-cores and 3-cores in “noddrkks” and its relative group IDs, such as 
“noddrkks”, “adssl66”, “jank_080”, and “aaa222ccc”, etc. Thus, we can group 
“noddrkks” and its relative group IDs as a certain fraudster or fraudsters. 

 

Fig. 1. The connection transaction of “noddrkks” by SNA 

3.2   Using Decision Tree to Detect Potential Fraudsters 

In this section, we will use SNA and decision tree to examine the accuracy of group IDs 
of fraudster or fraudsters. First, we random collect “black listing IDs” which reported by 
Yahoo auction site and also random select the legitimate IDs from the site. The sample 
size in each side is 50. We select several features, such as positive reputation rate, 
frequency of positive or negative reputation, detail information of merchandise, 2-cores 
or 3-cores IDs by SNA, etc. Second, we use decision tree (e.g. C5.0) as training model, 
then compare the accuracy of the group IDs of fraud, see Fig 2. 

Pre-selected 

potential fraudsters 

and legitimate ID in 

auction site 

Social 

Network

Analysis 

Decision 

Tree

(C5.0)

Result

Rules and 

to predict 

 

Fig. 2. Processes of examining the accuracy of group IDs of fraudster 

3.3   Experiment Result 

In the experiment, we find that the correct rate which only calculated by SNA in 
simple 2-core and simple 3-core with other features are 74% and 68%. Then we join 
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decision tree to calculate, the correct rates are higher to at least 90%, see in Table 1, 
Table 2, and Table. 3. We find that process SNA and decision tree can higher the 
correct rate to detect potential fraudster or fraudsters. 

Table 1. 2-core & 3-core & C5.0 

 

Table 2. 2-core & C5.0 

 

Table 3. 3-core & C5.0 

 

 

4   Conclusions and Future Work 

In this paper, we have presented our simple method and analyzed the potential 
fraudster or fraudsters when a buyer participates in auction activities. In confronting 
Internet auction fraud, we have the following contributions: 

1. Although frauds will be due to either the buyer or the seller, the buyer is easily to 
be a victim than a seller in most cases. Thus, we can help buyers to detect 
potential fraudster or fraudsters by our method and remind them to deliberate on 
paying the money. 

2. Internet auctions are high economic potential and high value-added industry, 
detecting fraudsters and prosecute them will keep the transaction smoothly and in 
order. This study will play an important role in combating fraudsters. 

3. Furthermore, this study can also provide the auction sites to develop a feasible 
mechanism of playing capable guardians in auction activities and help them to 
make more effective anti-fraud strategies. 

In our research, we are going to develop more accurate detecting and examining 
framework of confronting Internet auction fraud. We will also focus on analyzing the 
characteristics of fraudsters and victims. Through the real cases analysis of fraudsters 
and victims, we will develop more complete mechanism to combat Internet auction 
fraud. 
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Abstract. The aim of this study is to explore trends in computer crime and 
cybercrime research from 1974 to 2006. All publications for this analysis were 
drawn from the ISI Web of Science, the Science Citation Index (SCI), and the 
Social Science Citation Index (SSCI). The ISI Web of Science is considered a 
powerful and relatively accurate tool in bibliometric studies. About 292 papers 
related to computer crime and cybercrime were published during this period. The 
greatest number of these papers was written in English, and the annual output 
increased significantly after 2003. In the period under study, most papers 
originated in the USA. Approximately 57% of the publications were articles, and 
72% of these articles had single authors. More bibliometric analyses are 
described in this study, which shows a high scientific production of articles on 
computer crime and cybercrime publications.  

1   Introduction 

Bell [1] defined computer crime as “an offence in which a computer network is directly 
and significantly instrumental in the commission of a crime.” Thomas and Loader [12] 
defined cybercrime as “illegal computer-mediated activities that often take place in the 
global electronic networks.” Both computer crime and cybercrime are related to illegal 
behavior or criminal activity. Over the last three decades, computers and computer 
networks have played an increasingly indispensable role in people’s lives. However, 
both computers and computer networks have also created a new venue for criminal 
activity, and cybercrime and cyber terrorism have risen to the FBI's number three 
priority, behind counterterrorism and counterintelligence [13]. 

Due to an increase in Internet users and the growth of e-commerce as an important 
business model, the number of computer crime and cybercrime cases has risen 
dramatically, and the U.S. Federal Bureau of Investigation (FBI) reports that cyber 
criminals have attacked almost all of the Fortune 500 companies [4]. An evaluation of 
the distribution and scope of related scholarly papers published worldwide will be 
helpful in understanding the trends in computer crime and cybercrime research. 
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Guzman and Kaarst-Brown [3] adopted bibliometrics and content analysis to 
analyze published research on skill expectations and contributions to organizational 
survival and strategic alignment of IT. Also employing the bibliometric method, 
Elmacioglu and Lee [2] analyzed the collaborative network of database researchers 
from the DBLP community. Mann, et al. [7] pointed out that bibliometric statistics can 
also provide the basis for visualizations of scientific interactions and automated 
historiographical analyses. Matsuura and Ebato [8] used bibliometric analysis to 
discuss the information security field in Japan and consider their findings the opening 
of a door to empirical analyses of collaboration in a particular field in a particular 
country. Pilkington [9] used bibliometric techniques to investigate the intellectual 
pillars of the technology management literature. In order to explore trends in computer 
crime and cybercrime, a longitudinal literature review is indispensable.  

This study utilizes bibliometric technology to explore the patterns and trends in 
computer crime and cybercrime publications. Our goal is to study the computer crime 
and cybercrime publications between 1974 and 2006. The paper is organized as 
follows. First, methods and materials are presented. Next, employing the ISI Web of 
Science, the paper empirically investigates computer crime and cybercrime documents 
published in the Science Citation Index (SCI), the Social Science Citation Index (SSCI) 
in the 1974-2006 period. Finally, the results of the bibliometric analysis of computer 
crime and cybercrime publications are discussed.  

2   Methods and Materials 

Bibliometrics is the quantitative evaluation of scientific literature, and it is used in 
library and information sciences. With regard to a given topic, bibliometrics utilizes 
quantitative analysis and statistics to delineate patterns in publication, including the 
distribution of articles over journal types, document types, and distribution of 
publications by various fields. 

Citation analysis is an important area of bibliometric studies [6]. Rao [10] pointed 
out that, in most bibliometric studies, the following data are collected and analyzed: 1. 
measures of productivity (number of publications, number of authors) 2. measures of 
impact (citations received, number of reviews) 3. measures of journal productivity 
(pages, papers). However, bibliometric findings make sense only in a macro 
perspective with a large number of publications [11].  

The Web of Knowledge database of the Institute for Scientific Information (ISI) 
includes information from over 22,000 journals covering more than 230 scientific 
disciplines. ISI Web of Science includes SCI, SSCI, and the Arts and Humanities 
Citation Index (A&HCI). This study employed the SCI and SSCI databases included in 
the online version of the ISI Web of Science.  

In this study, “computer crime” “computercrime”, “cybercrime”, and “cyber crime” 
were used as keywords to search “title,” “abstract,” and “keywords” fields of the SCI 
and SSCI databases. The downloaded information included names and addresses of 
authors, document types, paper titles, title of publication, keywords, year of 
publication, times cited, etc. In using the online ISI Web of Science, this study set the 
time span from 1965 to October 31, 2006. Both SCI and SSCI databases were used, and 
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no language or document type limitations were set. Document types include articles, 
editorial material, meeting abstracts, letters, notes and reviews. The database search 
produced 292 documents related to computer crime and cybercrime. Examining these 
results, we found the first computer crime paper was published in 1974; hence, the time 
span of this study was defined as being from 1974 to October 31, 2006. For a 
longitudinal literature review, we employed bibliometric analysis to explore computer 
crime and cybercrime publication trends. 

3   Results 

Publication output 
Table 1 displays computer crime and cybercrime publications by year. The first paper 
was published in 1974, and the average annual publications growth rate from 1974 to 
October 31, 2006 was 30.80%. After 2003, the number of documents regarding 
computer crime and cybercrime increased substantially. 

Table 1. Number of publications by year 

Year NP C. Year NP C. Year NP C. Year NP C. Year NP C. 
1974 1 1 1981 5 31 1988 4 98 1995 7 135 2002 6 196 

1975 2 3 1982 10 41 1989 7 105 1996 8 143 2003 21 217 

1976 1 4 1983 9 50 1990 5 110 1997 6 149 2004 28 245 

1977 2 6 1984 18 68 1991 7 117 1998 6 155 2005 23 268 

1978 4 10 1985 10 78 1992 4 121 1999 6 161 2006 24 292 

1979 11 21 1986 5 83 1993 3 124 2000 13 174    

1980 5 26 1987 11 94 1994 4 128 2001 16 190    

Average annual growth rate 30.80% 

NP: Number of documents; C: Cumulative  

Document type and Language of publication  
From Table 2, the distribution of document types was scattered, with articles 
constituting a majority of all documents. The nine document types were dominated by 
articles (165, 56.51%), news items (52, 17.81%), and editorial material (37, 12.67%). 
The number of total citation times is also noted in Table 2, with articles dominating 
citation frequency as well. The language in which computer crime and cybercrime 
documents were published was dominated by English (276, 94.52%). 

Table 2. Distribution of documents by type 

Document type C P CT CTP Document type C P CT CTP 
Article 165 56.51% 226 91.87% Meeting Abstract 3  1.03% 0 0.00% 

Book Review 17  5.82% 0  0.00% News Item 52 17.81% 0 0.00% 

Discussion 1  0.34% 1  0.41% Note 4  1.37% 0 0.00% 

Editorial Material 37 12.67% 5  2.03% Review 3  1.03% 14 5.69% 

Letter 10  3.42% 0  0.00% Total 292 100% 246 100% 

C: Count; P: Percentage; CT: Cited Times; CTP: Cited Times Percentage  
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Table 3. Distribution of top 10 authors and their institutions 

R Author NP R Author NP R Institution RC R Institution RC 
1 Schultz, E 24 5 Chou, SC 3 1 George Wash U. 5 3 U. Texas 4 

2 Hancock, B 10 5 Chung, WY 3 1 U. Arizona 5 3 Natl Cent U. 3 

3 Bequai, A 4 5 Dhillon, G 3 2 Cent Police U. 4 3 U. Houston 3 

3 Chen, HC 4 5 Gemignani, M 3 2 Exodus Commun Inc 4 3 U. Virginia 3 

5 Backhouse, J 3 5 Kalet, JE 3 2 Purdue U. 4 3 U. London  3 

5 Chang, WP 3 5 Zimmerli, E 3 2 U. Calif Berkeley 4   

R: Rank; NP: Number of publications; RC: Record count; U.: University  

Authorship and page count 
Among the 292 papers found in the ISI Web of Science search, there were 27 instances 
(9.25%) with no author information. In the remaining 265 papers containing author 
data, 191 papers (72.08%) were written by a single author and 74 (27.92%) were 
coauthored. Totally, there were 382 authors listed on the 265 papers. Table 3 lists the 
top 10 of these authors, based on number of publications; Schultz, E. had 24 papers and 
was ranked first. There were a total of 2,066 pages in the 292 documents, with an 
average of 7.08 pages each. 

Distribution of documents by country and institution 
In the ISI Web of Science, there were 181 papers (38.01%) that did not contain the 
author’s address. The 152 authors listed on the remaining 111 papers were included in 
this analysis. A detailed analysis of authors’ countries, Table 4, reveals that most papers 
originated in the USA, with England, Taiwan, Germany, Canada, and The People’s 
Republic of China following. The list of publications by institution is based on author 
addresses. As Table 3 shows, George Washington University and the University of 
Arizona led all institutions. 

Table 4. Distribution of authors by country 

C/T A P C/T A P C/T A P C/T A P 
USA 96 63.16% Canada 5 3.29% Australia 3 1.97% India 1 0.66% 

England 13 8.55% P. R China 5 3.29% Netherlands 3 1.97% Israel 1 0.66% 

Taiwan 10 6.58% Switzerland 4 2.63% Norway 2 1.32% Slovakia 1 0.66% 

Germany 7 4.61%    Denmark 1 0.66%    

C/T: Country/Territory; A: Author; P: Percentage  

Distribution of documents by journal 
There were 121 different journals represented, with an average of 2.41 papers per 
journal. The journals Computers & Security and KRIMINALISTIK contained the most 
articles by far. In the field of computer crime and cybercrime, 61 papers (20.89% of 292 
papers) were published in Computers & Security. This is not surprising, as this journal 
has been devoted to this field for many years. 

Distribution of documents by keyword and subject category 
In computer crime and cybercrime publications, the keywords used by the authors 
comprised 198 different items. The top 10 keywords were “computer crime,” 
“cybercrime,” “hackers,” “hacking,” “Internet,” “data mining,” “electronic commerce,” 
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“information security,” “profiling,” and “computer fraud.” However, among author 
designated keywords, we occasionally found misspelled or nonstandard keywords. The 
lack of standardization of keywords was a problem encountered in our analysis.  

The most frequently cited papers 
According to the record of times cited, 67 documents (22.95%) were cited, and 225 
(77.05%) were not. Among the documents cited, 60 were articles, 4 were editorial 
materials, 2 were review papers, and 1 was a discussion paper. The ten most frequently 
cited documents among the computer crime and cybercrime related documents found in 
this study are listed in Table 5. Documents are listed in order of number of citations. 
The top 10 most cited documents were articles, with the exception of one review paper. 
All of the top 10 most cited papers were published in English. \ 

Table 5. Most cited among computer crime and cybercrime documents 

Rank Paper Title / Journal / Author CT Year 

1
The effect of codes of ethics and personal denial of responsibility on computer abuse 

judgments and intentions / MIS Quarterly / Harrington, SJ
21 1996 

2
The process of criminalization - the case of computer crime laws / Criminology / 

Hollinger, RC; Lanzakaduce, L
18 1988 

3 Hellmann presents no shortcut solutions to the DES / IEEE Spectrum / Tuchman, W 16 1979 

4
Transnational extradition for computer crimes: Are new treaties and laws needed? * / 

Harvard Journal on Legislation / Soma, JT; Muther, TF; Brissette, HML
12 1997 

5
Lifting the "fog" of Internet surveillance: How a suppression remedy would change 

computer crime law / Hastings Law Journal / Kerr, OS
11 2003 

5
Copyright protection for the electronic distribution of text documents / Proceedings of 

the IEEE / Brassil, JT; Low, S; Maxemchuk, NF
11 1999 

5
A social learning theory analysis of computer crime among college students / Journal of 

Research in Crime and Delinquency / Skinner, WF; Fream, AM
11 1997 

5 Legislating computer crime / Harvard Journal on Legislation / Heymann, SP 11 1997 

9
An investigation of ethical perceptions of public sector MIS professionals / Journal of 

Business Ethics / Udas, K; Fuerst, WL; Paradice, DB
7 1996 

10
Cybercrime's scope: Interpreting "access" and "authorization" in computer misuse 

statutes / New York University Law Review / Kerr, OS
6 2003 

10
Consumer and business deception on the Internet: Content analysis of documentary 

evidence / International Journal of Electronic Commerce / Grazioli, SF; Jarvenpaa, SL
6 2003 

10
From Katz to Kyllo: A blueprint for adapting the fourth amendment to twenty-first 

century technologies / Hastings Law Journal / Simmons, R
6 2002 

10
Managing computer crime: A research outlook / Computers & Security / Backhouse, J; 
Dhillon, G

6 1995 

10 DES will be totally insecure within 10 years / IEEE Spectrum / Hellman, ME 6 1979 

* Review document; CT: Cited times  

4   Conclusion 

The findings indicated that there were an increasing number of papers published after 
2003. As for document types, the results show that the publications were scattered 
among document types although around 57% of all published documents were articles. 
English was the major language of publication. Single authors accounted for 72% of all 
papers, and there were a total of 2,066 pages in 292 documents, with an average of 7.08 
pages per document.  
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Due to the lack of complete author information in the ISI Web of Science database, 
the analysis of authorship, country, and institution name was based on incomplete 
records. This is one problem this study encountered. Also, due to the significance of 
computer crime and cybercrime, the number of documents produced annually is 
expected to grow. 

5   Discussion 

This study illustrates the development of the Internet [5] and summarizes the focus of 
computer crime and cybercrime literature in each decade. In the final year of the 
Internet implementation stage (1961-1974), the first computer crime paper was 
published. In the Internet institutionalization stage (1975-1993), the period from 1975 
to 1980 saw the most publications focusing on the innate character of computer crime. 
For instance, the analysis of computer crime types and causes were major issues during 
that period. From 1981 to 1990, a legal focus dominated and computer crime legislation 
issues were explored. In 1994, the first web browser, Netscape, was made available to 
the general public, and Internet business applications emerged. Web browser 
development then led to the Internet being commercialized and computer crime entered 
a concomitant growth period.  

From 1991 to 2000, computer crime cases increased with the number of Internet 
users and Internet applications. In an effort to deter computer crime and help solve 
cybercrime cases, the focus on legal aspects of Internet use grew. Topics of interest 
included the use of forensic science in computer crime and cybercrime cases and 
updating computer crime and cybercrime legislation. Meanwhile, viruses, hacking, 
sabotage, and cyberpunks increased, leading to an increased focus on security as well. 
From 2001 to 2005, computer crime research spread in many directions. Law 
enforcement, software piracy, hacker behavior, victims of computer crime, the fight 
against money laundering, computer crime forensics, and information security were 
among the topics extensively explored. Clearly, security and the legal issues were of 
great concern and the focus of much scholarly activity.  

In the short term, more support for the study of computer crime and cybercrime is 
urgently needed, and such support will be crucial in the long term to meeting growing 
cyber-society needs. While the present integrated study of academic writing on 
computer crime and cybercrime serves to illustrate trends in the professional literature, 
continuing research will be needed if we are to realize the goal of reducing and 
eventually preventing this type of criminal activity. 
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Abstract. Taiwan’s Freedom of Information Act (TFOIA) aims at protecting 
people’s right to know and making the information easily, evenly formulated 
and obtained by the public. The access to government information not only en-
hances people’s understanding, trust, and supervision on public affairs, but also 
promotes their participation in democracy. The goal of open and transparent 
administration can be achieved only by sharing the information with the public. 
All government agencies must have everything set, especially after one-year  
adjustment of TFOIA that was passed in December 2005. In expectation of pub-
licizing government’s efforts and achievement, we design a score card on the 
basis of regulations made by TFOIA for all governmental websites. Meanwhile, 
we also conduct a survey of 248 governmental websites to see whether the web-
sites offer legal and proper information to the public or not. The findings of the 
research confirm that the information disclosed on government websites still 
remains insufficient, except for data on official organizations, duties, addresses, 
telephone numbers, fax numbers, websites, e-mail addresses, and the like. 
Moreover, the information disclosed on the websites has a remarkable connec-
tion with organizational levels and functional attributes of all government of-
fices. In general, according to the score card, TFOIA scores only 1.25 on the 
average, far from the regulated full score 3.0. Apparently, TFOIA still has much 
room for improvement. 

1   Introduction 

In the World Economic Forum (WEF) rating of competitiveness, Taiwan was ranked 
as the third in the world in 2004 when the total of internet users was approximately 
10,330,000 and the population to surf the net was up to 9,050,000. With the rapid 
growing nature of network, much more investment on human resources, facilities, and 
services are urgently needed. Taiwan is presently at the third stage of planning to 
promote ‘the advanced type’ of electronic government.  Retrospectively, at the first 
stage, the electronic government brought forth innovations in the networking of pub-
lic services, expanding and promoting government information disclosure.  At the 
second stage, the function and convenience of the electronic government helped en-
courage people’s participation in public affairs and remold Taiwan government thor-
oughly, making possible progressive transition and development of a civic society.  
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2   Research Motive and Scope 

Government information refers to governmental organizations which produce, during 
their operations, obtain, utilize, propagate, keep and are responsible for the informa-
tion that they possess. In 2006 Taiwan claims the primary goal to promote the infra-
structure construction for governmental network.  Most of the government institutions 
and offices are equipped with wide-band facilities with 85% setup their own websites. 
14,000 government institutions and more than 20,000 academic institutions are inte-
grated altogether, capable of providing electronic delivery and exchange of document. 
Survey result indicates that 75% of the major offices affiliated to the Executive Yuan 
are available in electronic document exchange system; compared to 65% in the 
county or municipal government offices and agencies; 63% in local governments. 

Taiwan’s Freedom of Information Act (TFOIA) was passed in December 2005.  
People have easy access to know about the administrative information from the web-
sites at any time since then. This research evaluates how TFOIA works so far by sur-
veying 250 governmental websites in accordance with the Law. 

3   Literature Review 

Historically, US and Europe were the pioneers in the formulation of the law regarding 
information and the demand for the transparency of government information.  But 
obviously there were some differences. The US Freedom of Information Act (FOIA) 
was passed in 1966, which decreed the government to announce its rules and orders 
and to ensure citizen’s access to government information. The citizen had the right to 
claim extensive information which the government was supposed to release, except 
for state secrets and individual privacy materials 1. According to the testimony of the 
American Bar Association, the US administrative agencies should act in accordance 
with the obligation to disclose and spread government information which was ex-
tended from traditional media to electronic forms, and must provide information in 
easy access, such as the global information network on the internet. 

US made a relevant regulation to simplify the paperwork in 1995, namely Paper-
work Reduction Act. It specifies the federal organizations to implement the policy of 
information flow, encourages the government department based on public informa-
tion, and tries to combine the information resources of the government department 
and individual enterprises.  The main idea is based on the assumption that government 
information is a kind of resources belonging to the people, thus any interests gener-
ated by the government’s information certainly go to the entire society and should be 
open to the public. Hence, the United States is in conflict with people’s interest to 
disclose federal information, offering original information to any individual enter-
prises so as to enable them to make decision  for their best commercial interests . 

To sum up, “freedom of information” and “the Paperwork Reduction” make possi-
ble to widely spread information through public network.  In contrast, European coun-
tries are not active in this respect (Perritt & Rustad, 2000: 403-417).  

                                                           
1 Perritt, Henry H., Jr., and Rustad, Zachary, Freedom of information spreads to Europe, Gov-

ernment Information Quarterly, Vol. 17, Issue 4, 4th Quarter, 2000. 
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4   TFOIA Measurement and Statistical Analysis 

4.1   Sampling Method and Survey Design 

This research starts with investigating Taiwan government organization websites. Since 
there are too many government’s agencies in Taiwan, it is impossible to do a compre-
hensive study of all government agencies due to the limitation of time and resources. 
Hence, this research employs the purposive sampling method to get information of 250 
government websites, including administrative organizations, public hospitals, judicial 
units, police/fire offices, county and municipal governments, congress, etc.  

This research examines the total amount of 250 samples collected from central 
government websites, among them 248 samples are valid for analysis.  The only two 
invalid samples indicate that these websites do not have the function to provide any 
service. 

The research uses a 3-point scale in survey design.   The questionnaire of the study, 
taken from Article 7 of TFOIA, corresponds to the diction and phrasing of the said law 
about the information that the government should disclose publicly, except for some 
wording commonly used in questionnaire (Table 1).  

Table 1. The Content of Article 7 of  TFOIA 

 Item 
no 

Contents 

Q1 Whether or not the website offers treaty, documents of foreign 
relations, law, emergency order, and order, regulation ordering 
and local autonomy regulation decreed in accordance with the 
Standard Law of Central Regulation.  

Q2 Whether or not the website offers the explanatory stipulations and 
judgment criteria regarding the unified the explication of the law, 
recognition of facts, and the exercise of executive judgment, 
which are decreed by the government to help the government 
agency at a lower level or its subordinates. 

Q3 Whether or not the website offers data on its organization, duty, 
address, telephone number, facsimile number, website, and E-
mail account. 

Q4 Whether the website offers administrative guidelines to docu-
ments and paper work related to the agency or not. 

Q5 Whether the website offers its administrative plan, business statis-
tics, and research paper or not. 

Q6 Whether the website of the agency discloses its budget and fiscal  
report or not. 

Q7 Whether the website offers the disposal result of petition and the 
decision of appealing or not. 

Q8 Whether the website of discloses contracts of public projects and 
purchase in written form or not. 

Q9 Whether or not the website discloses information of subsidy that 
the agency is paid or receives. 
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4.2   Government’s Websites Profiles 

By hierarchical level, 49 (19.76%) respondents (websites) are the level 1 agencies, 
such as: ministries and departments; 94 (37.90%) respondents from level 2 agencies; 
57 (22.98%) respondents from the bureau of agency; 22 (8.87%) respondents from the 
local city or county council; and 26 (10.48%) respondents, the local government. By 
function, the majority respondents are from the general administration (111 or 
44.76%), 61 criminal justice and social service  (24.60%), 23 legislation/parliament 
(9.27%), the medicine and social welfare 16 (6.45%), and 37 state-run production 
(14.92%). The descriptively statistical result about measured Article 7 (Q1-Q9) of 
TFOIA is shown in Table 2. The average score is 1.25, which clearly indicates that 
the performance of Freedom of Information Act in Taiwan is still far from satisfac-
tory. In addition, “Whether the website of the agency discloses its budget and fiscal 
report.” (Q6)  has a very high coefficient of relative variation (266%). 

Table 2. Frequency Distribution of Items of Article 7, TFOIA (N = 248) 

Item no Frequencya Average CRVb (%) 
Q1 37,   27,   63, 121 2.08   52 
Q2 106,   41,   47,   54 1.20 110 
Q3 0,    9,    48, 191 2.73   19 
Q4 38,  70,    55,   85 1.75   62 
Q5 73,  43,    58,   79 1.56   78 
Q6 213,    9,     7,    19 0.32 266 
Q7 160,  62,     2,    24 0.60 180 
Q8 178,  17,     7,    51 0.74 164 
Q9 208,  21,     4,    15 0.30 261 

a : Correspondent to the score value of 0, 1, 2, 3, respectively. 
b : Coefficient of relative variation. 

4.3   Data Mining  

Data mining refers to extracting or “mining” knowledge from large amount of data2, 
which attempts to find the potential and undiscovered but available knowledge or 
information from any kind of information repository or data bank. Data mining is 
often considered as a process of discovering interesting knowledge from the specific 
data bank. And the purpose of data mining (or namely knowledge discovery) is to turn 
data into models or patterns or decision rules for decision making. 

In this research, we employ a supervised data mining strategy and technique-
decision tree, to find a hierarchical structure of attributes by using the SAS Enterprise 
Miner.  Then we apply it to find the statistically significant relationships between 
organization level (function) and attributes (Q1-Q9). The result is shown in Table 3. 
Lambda is a PRE (proportionate reduction in error) measure, which means that its 
value reflects the percentage reduction in errors in predicting the dependent given 

                                                           
2 Han, Jiawei, and Kamber, Micheline, Data Mining: Concepts and Techniques, Academic 

Press, 2001, p. 5. 
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knowledge of the independent. In Table 3, knowing organizational level and function 
reduces errors in guessing form of Q5 and Q4 by over 46% and 36%, respectively. 
Cramer's V (CV) is the most popular of the chi-square-based measures of nominal 
association, because it gives good norming from 0 to 1, regardless of table size.  
Cramer's V may be viewed as the association between two variables as a percentage 
of their maximum possible variation. In Table 3, all values of CV are above 0.60 
(probability of chi-square < 0.0001), they indicate that there exists a strong associa-
tion between organizational level (function) and Q5 (Q4). 

Table 3. The Association Analysis between Organizations and Q1-Q9 

Association   Controlling Chi-square a   CVb LAc Supportd(%) 
Q7 <= 2 and 
Q4  >= 1 

76.3516 0.6390 0.5000 75 Level - Q5 

Q3 = 3 and 
Q2  <= 2 

57.1416 0.6299 0.4634 58 

Q8 <= 2 and 
Q2  >= 2 

51.3378 0.6959 0.5000 43 

Q1 >= 1 and 
Q7    =  0 

59.4046 0.6585 0.4444 55 

Function - 
Q4 

Q3  =   3  and 
Q7  =   0 

38.9289 0.6032 0.3684 43 

a: Prob. < 0.0001, b : Cramer's V, c : Lambda asymmetric, d: support(P Q) = N(P and Q)/N, 
where N = 248. 

4.4   Implications  

The TFOIA is designed to set up the kernel rule for providing access to understanding 
public or government affairs, especially concerning life and property of people. Both 
disclosure and transparency are important to stimulate the aspiration of public partici-
pation; they will reduce the defect of public policy or the risk of corruption by gov-
ernment officers.  

The results obtained from this research indicate that the implementation of TFOIA  
is far from satisfactory yet. First, it has very low score of legal information, the ques-
tion “Whether or not the website discloses information of subsidy that the agency is 
paid or receives.” (Q9) only scored 0.3 averagely.  Secondly, there is a very high 
variation at the same hierarchical level of organization, five out of total nine items are 
larger than 100%.  It may be attributed to official inertia and laziness.  

The associations between organization and items, when controlling for “Whether 
the website offers the disposal result of petition and the decision of appealing.” (Q7) 
and “Whether the website offers administrative guidelines to documents and paper 
work related to the agency.” (Q4) or “Whether … the website offers the explanatory 
stipulations … to help the government agency at a lower level or its subordinates.” 
(Q2) and “Whether … the website offers data on its organization, duty, address, tele-
phone number …” (Q3).  There exits a very significant association between “Whether 
the website offers its administrative plan, business statistics, and research paper.” (Q5)  
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and organization level. It implies that different organization levels is related to differ-
ent ways of doing or making paper work/plan. In addition, there exits a very signifi-
cant association between “Whether the website offers administrative guidelines to 
documents and paper work related to the agency.” (Q4) and organization function. 

5   Conclusions 

With the new legislation coming into effect, the implementation of the law does not 
symbolize that all government information is already disclosed to public. Taiwan is a 
democratic country in which the power of the government derives from the consent of 
the people. Except for the messages classified as secrets, the government is required 
to thoroughly disclose its information that has to do with public interests. Thus people 
are able to make arrangements of their own lives and business and to supervise gov-
ernmental functions and services, according to the information that the government is 
in charge of.  For sure, government information disclosure plays an important role in 
establishing a positive image of the government as well as enhancing people’s trust 
and confidence in the government.  According to the findings of this study, most 
government information contents are yet to be disclosed in Taiwan. It is true that valid 
and effective administration is the concrete foundation of a nation’s sovereignty. In a 
modern democratic country governed by the law, the government should disclose its 
information as soon as possible to respond to and satisfy people’s right to know.  
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Abstract. Software watermarking is a technique to protect programs
from piracy through embedding secret information into the programs.
As software unauthorized use and modification are ubiquitous in the
world, progresses in software watermarking will certainly benefit software
research and industry. In this paper, we study one of core concepts in this
area – informed recognition. To recognize a watermark in a software is
to judge the existence of such a watermark in the corresponding software
code.

1 Introduction

Since the unauthorized use and modification of software are pervasive around
the world, software security becomes an important issue [5,6,7,19,20]. Software
watermarking is a method to protect copyright of programs by inserting secret
messages into the programs. With the rapid development of intelligence and
security informatics [8,15], we find a new potential application area of software
watermarking. Combined with other techniques, software watermarking can also
be used in database protection [2] and information security problems [1].

The basic definitions of software watermarking concepts appeared in the early
papers by Collberg et al. [5,6]. They also defined the extraction and recognition
of software watermarks, but these definitions are not very formal and detailed.
Nagra et al. [12,13] and Thomborson et al. [14] classified software watermarks
from a functional view. Concepts and techniques of software watermarking also
abound in [6,9,11,16].

Zhu and Thomborson formally defined embedding, extraction, and recognition
in papers [19] and [20]. This paper follows the above two papers to define con-
cepts such as positive-partial informed recognitions, negative-partial informed
recognitions, and informed recognitions corresponding to embedding algorithms.

This paper is organized as follows. Section 2 gives the concepts of embed-
ding, extraction and recognition. Section 3 is the focus of this paper. We define
the concepts of informed recognition such as positive-partial informed recogni-
tion, negative-partial informed recognition, and informed recognition. Section 4
concludes our paper.

� Research supported in part by the New Economy Research Fund of New Zealand.

C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 257–261, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



258 W. Zhu

2 Embedding, Extraction and Recognition

A software watermarking system must do two basic things: embed a watermark
into a software object, then extract all bits of the watermark inserted by itself,
or recognize whether or not there exists a watermark embedded by itself. In this
section, we introduce some concepts of embedding a watermark into, extract-
ing a watermark from, and recognizing a watermark from a software program.
These issues were already addressed in our previous paper [19,20]. We need these
concepts to define the concepts of informed recognition.

Informally speaking, to embed a software watermark into a program is to
insert a secret message into this code. We formally define this concept as follows.

Definition 1. (Watermark) A watermark is a message of bits of 0 and 1 with
a finite length ≥ 0. We denote the set of all watermarks as W.

Definition 2. (Embedding) Let P denote the set of programs and W the set of
watermarks. We call a function A : P × W → P an embedder.

If P ′ = A(P, W ) for some P ∈ P and some W ∈ W, then the P ′ is called the
watermarked program and P ∈ P the original program.

After a watermark is inserted in a cover message using an embedder, an impor-
tant consideration is the potential for an algorithm to extract this watermark.
The following definition specifies all potential watermarks an embedder can in-
sert into a program. This set excludes messages which do not change a cover
program.

Definition 3. (Set of candidate watermarks) A W ∈ W is called a candidate
watermark with respect to a program P and an embedder A if A(P, W ) �= P . All
candidate watermarks constitute the set of candidate watermarks of the program
P and the embedder A. This set is denoted as candidate(P, A).

As for the detailed concepts of extraction and recognition in software water-
marking, please refer to papers [19,20].

3 Informed Recognition

For positive-partial recognizers, negative-partial recognizers, and recognizers de-
fined in last section, we provide the original program and the suspected water-
marked program as their inputs to judge whether the suspected watermarked
program has a watermark. In this section, we define a new type of recognition,
informed recognition, in which a recognizer is given an original program, a sus-
pected watermarked program, and a suspect watermark as its inputs.

We divide informed recognition into three classes: positive-partial informed
recognition, the negative-partial informed recognition, and informed recognition.
For a positive-partial informed recognition, if a program really has a specific
watermark, the recognition will detect it. But, such an informed recognition
might say a program has a watermark while this program actually has no such
a watermark.
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Definition 4. (Positive-partial informed recognition) Let A : P × W → P be
an embedder, PIR : P×P×W → {TRUE, FALSE} a function. If PIR satisfies
that ∀P, P ′ ∈ P, if there is a W ∈ candidate(A, P ) such that P ′ = A(P, W ), then
PIR(P ′, P, W ) = TRUE, we call PIR a positive-partial informed recognition
function corresponding to the embedder A, or simply a positive-partial informed
recognizer.

The partial recognition concepts are very flexible. The following is an example
of positive-partial informed recognition.

Example 1. (Trivial positive-partial informed recognizers) For an embedder A :
P × W → P, define a function S : P × P × W → {TRUE, FALSE}, as follows:

∀P ′, P ∈ P, W ∈ W, S(P ′, P ) = TRUE.

This is a positive-partial informed recognition corresponding to A. We call such
a function a trivial positive-partial informed recognizer corresponding to A and
denote it as TPIR(A).

For a negative-partial informed recognizer, if it says a program has a watermark,
this program really has a watermark. But, such a recognizer might say a pro-
gram do not have a specific watermark while this program actually has such a
watermark.

Definition 5. (Negative-partial informed recognition) Let A : P × W → P be
an embedder, NIR : P×P×W → {TRUE, FALSE} a function. If NIR satisfies
that ∀P, P ′ ∈ P, NIR(P ′, P ) = TRUE =⇒ P ′ = A(P, W ) for some W ∈ W,
we call NIR a negative-partial informed recognition function corresponding to
the embedder A, or simply a negative-partial informed recognizer.

We present an example of negative-partial informed recognition.

Example 2. (Trivial negative-partial informed recognizers) For an embedder A :
P × W → P, define a function S : P × P × W → {TRUE, FALSE} as follows:

∀P ′, P ∈ P, W ∈ W, S(P ′, P, W ) = FALSE.

This is a negative-partial informed recognizer corresponding to A. We call such a
function a trivial negative-partial informed recognizer and denote it as TNIR(A).

For a complete informed recognizer, if a program has a watermark, the recognizer
will say that this program has a watermark; if a program has no watermarks,
the recognizer will say that this program has no watermarks.

Definition 6. (Informed recognizer) For an embedder A : P × W → P, if
a function R : P × P → {TRUE, FALSE} satisfies ∀P, P ′ ∈ P, W ∈ P,
R(P ′, P, W ) = TRUE ⇐⇒ P ′ = A(P, W ) for some W ∈ candidate(A, P ),
we call R a complete informed recognition function for the embedder A, or sim-
ply an informed recognizer. We say that A is informed recognizable if there exists
a recognizer for A.
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Theorem 1. For every embedder A, there exists one and only one informed
recognizer corresponding to A. We denote the unique recognizer corresponding
to A as IR(A).

Proof. ∀P, P ′ ∈ P, W ∈ P, define IR(P ′, P, W ) as follows:
IR(P ′, P, W ) = TRUE, if there is some W ∈ candidate(A, P ) such that

P ′ = A(P, W ).
IR(P ′, P, W ) = FALSE, otherwise.
It is easy to see IR is a recognizer corresponding to A. 	


From Theorem 1 and Example 8 in [19], not all embedders are extractable, but
every embedder is informed recognizable.

Theorem 1 shows there is one and only abstract informed recognizer, but there
might be several concrete recognition algorithms to realize such an informed
recognizer.

Property 1. For every embedder A, IR(A) is both the positive-partial and the
negative-partial informed recognizers corresponding to A.

An extreme positive partial informed recognizer will always say a program has
a watermark while an extreme negative partial informed recognizer will always
say a program has no watermarks. These two informed recognizers are not useful
in practice. Now we consider the relative strength of two informed recognizers.

Definition 7. (Strength of partial informed recognizers) Let PIR1 and PIR2
be two positive-partial informed recognizers corresponding to an embedder A. If
∀P, P ′ ∈ P, W ∈ W, PIR2 (P ′, P, W ) = TRUE =⇒ PIR1 (P ′, P, W ) = TRUE,
we say PIR2 is at least as strong as PIR1 .

Let NIR1 and NIR2 be two negative-partial informed recognizers correspond-
ing to an embedder A. If ∀P, P ′ ∈ P, W ∈ W, NIR1 (P ′,P , W )= TRUE =⇒
NIR2 (P ′, P, W ) = TRUE, we say NIR2 is at least as strong as NIR1 .

Property 2. For an embedder A, TPIR(A) is the weakest positive-partial in-
formed recognizer and IR(A)) is the strongest positive-partial informed recog-
nizer corresponding to A.

TNIR(A) is the weakest negative-partial informed recognizer and IR(A) is
the strongest negative-partial informed recognizer corresponding to A.

4 Conclusions

Recognition is a very complicated concept in software watermarking. In this
paper we define the concepts involved in informed recognition. We have not
considered the attack issue in this paper. How to recognize watermarks from
attacked programs is challenging research topic in software watermarking. We
will also study how to combine software obfuscation [3,4,17,18] and software
watermarking to develop more secure software watermarks.
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Abstract. Protecting RDF(S) repository is a topic in many Web applications. In 
RDF(S) repository, sensitive information can be inferred from non-sensitive 
data by iteratively applying the inference rules. Therefore, the problem of 
inference control is a crucial need for protecting RDF(S) repository. This paper 
presents an inference control algorithm that can prevent illegal inference 
effectively. In the algorithm, the inference dependence graph is defined to 
compute the logic expression of sensitive RDF(S) triples set, which is translated 
into the disjunctive normal form for obtaining the answers of the inference 
control problem. 

1   Introduction 

RDF(S) is a language for representing information on the Web [1,2]. Protecting 
RDF(S) repository is a topic in many Web applications. Thuraisingham B first 
described the developments in standards for the Semantic Web and then describes 
standards for secure Semantic Web. In particular XML security, RDF security, and 
secure information integration and trust on the Semantic Web are discussed [3]. 
Reddivari P described the motivation for an RDF store with complete maintenance 
capabilities and access control. He proposed a policy based access control model 
providing control over the various actions possible on an RDF store [4]. Dietzold S 
presented a lightweight access control framework based on rule-controlled query 
filters [5]. Jain A proposed an access control model for RDF. The model is based on 
RDF data semantics and incorporates RDF and RDFS entailments [6].  

Access control models protect sensitive data from unauthorized disclosure via 
direct accesses; however, they fail to present indirect accesses. This paper presents an 
inference control algorithm that can prevent illegal inference effectively. In the 
algorithm, the inference dependence graph is defined to compute the logic expression 
of sensitive RDF(S) triples set, which is translated into the disjunctive normal form 
for obtaining the answers of the inference control problem. This paper is organized as 
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follows: Section 2 presents the definition of RDF(S) inference dependence graph. 
Section 3 presents the inference control algorithm. Section 4 presents an example. 
Finally, conclusions are given in section 5. 

2   Inference Dependence Graph 

RDF(S) repository S consists of triples, these triples are explicitly contained in S. 
Given a fixed set of inference rules, the implied triples can be inferred from the triples 
explicitly contained in S. RDF(S) has thirteen inference rules, table 1 only shows 
some inference rules [7]. The closure of RDF(S) repository S is the set of all explicit 
and implicit triples. We denote the closure of a repository S as S*. 

Table 1. Some inference rules 

Rule If contains Then add 

rdfs4 uuu aaa xxx. 
uuu rdf:type rdfs:Resource. 
xxx rdf:type rdfs:Resource. 

rdfs5
uuu rdfs:subPropertyOf vvv. 
vvv rdfs:subPropertyOf xxx. 

uuu rdfs:subPropertyOf xxx. 

rdfs7
aaa rdfs:subPropertyOf bbb. 
uuu aaa yyy. 

uuu bbb yyy. 

rdfs9
uuu rdfs:subClassOf xxx. 
vvv rdf:type uuu. 

vvv rdf:type xxx. 

rdfs11
uuu rdfs:subClassOf vvv. 
vvv rdfs:subClassOf xxx. 

uuu rdfs:subClassOf xxx. 

For example, tap-cmu.rdf and tap-cmu-schema.rdf are RDF(S) repositories 
(http://tap.stanford.edu) which describe the information of Wilson Harvey. Fig.1 
shows the implied triples inferred from the following triples of the RDF(S) 
repositories. 

<tap:CMU_RAD df:ID="http://tap.stanford.edu/data/CMUSpecialFacultyHarvey,_Wilson"> 
<tap:homePage> http://people.cs.cmu.edu/person/7018.html</tap:homePage> 
<rdfs:label xml:lang="en">Harvey, Wilson</rdfs:label> 
<tap:hasEmailAddress> wah@cs.cmu.edu</tap:hasEmailAddress> 
<tap:worksFor 

rdf:resource="http://tap.stanford.edu/data/CMU_ComputerScienceDepartment"/> 
<tap:hasPosition>ProjectScientist</tap:hasPosition> 

</tap:CMU_RAD> 

To construct an effective inference control algorithm, the concept of inference 
dependence graph is defined to describe the inference relations between RDF(S) 
triples. RDF(S) inference dependence graph is a directed label graph. Each node in 
graph represents one triple, each directed edge from condition to result represents 
inferred relation between triples, each directed edge is corresponding to one 
condition. Table 1 shows that most rules have two conditions, other rules such as  
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http://tap.stanford.edu/data/CMU
_ComputerScienceDepartment http://people.cs.cmu.edu/

person/7018.html 

ProjectScientist 

Wilson Harvey

CMU_RAD CMUPerson

Employee 

Person 

Harvey, Wilson wah@cs.cmu.edu 
hasEmailAddress

homePage worksFor
hasPosition 

label

Inferred predicate 

Original predicate 

type type type type 

subClassOf

subClassOf 

subClassOf

subClassOf 

subClassOf 

 

Fig. 1. RDF(S) triples 

rdfs4 have only one condition. To distinguish two cases, for the rules with one 
condition, a directed edge is labeled by the condition itself; for the rules with two 
conditions, a directed edge is labeled by another condition. 

3   Inference Control Algorithm 

Let S be a set of triples of a RDF(S) repository, let S* be a closure of S, let 
Sn={s1,s2,…,sk}⊂S* be a set of unauthorized triples. A subset S’ of S is called a 
candidate result, if (S’)*∩Sn=φ.  

Let s be a triple, a direct condition R of s is the form <s, r1, r2 >, where r1 and r2 
satisfy one of the following conditions: (1) s can be inferred from r1 and r2, or (2) s 
can be inferred from r1 alone, and r2=φ, or (3) s∈S, and r1=r2=φ. R(s) represents the 
set of direct conditions of triple s.  

An inference condition C of s is a set of triples, satisfying the following conditions: 

(1) C⊆S, and (2) s can be inferred from C, and (3) s cannot be inferred from any 

proper subset of C. C(s) represents the set of inference conditions of triple s. 

Apparently, each inference condition is corresponding to an inference channel. Given 

a sensitive triple s, if all the inference conditions in C(s) are false, we say s cannot be 

inferred from other triples.  
Logic expressions for triples are defined to compute the set of inference conditions 

of sensitive triples. Logic expressions can embody the inference relations between 
triples, and the problem of computing the set of inference conditions can be converted 
to a series of operations on logic expressions. 
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Definition 1. Let R(s)={R1,R2,…,Rn} be the set of direct conditions of triple s, the 

logic expression E(s) of s is defined as following:  

E(s)=E(R1)∨ E(R2) ∨…∨E(Rn). 

Each E(Ri) is the logic expression of direct condition Ri (see definition 2), where i = 

1,2,…,n. A logic expression E(s) is true, if at least one element E(Ri) in {E(R1),  

E(R2) ,…,E(Rn)} is true, which means s can be inferred by corresponding Ri. 

Definition 2. Let R=<s, r1, r2> be a direct condition of triple s, the logic expression of 

R is defined as following: 

1 2 1 2

1 1 2

1 2

( ) ( ) ,
( ) ( ) ,

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩⎪

∧ ≠ ≠
= ≠ =

= =

E r E r r r
E R E r r r

s r r

φ φ
φ φ

φ
 

E(R) is true means s can be inferred from R, otherwise E(R) is false. As for the last 
case, E(R) is true if s∈S.  

Let Sn ={s1,s2,…,sk} be a set of sensitive triples, the aim of inference control is to 
make sure each triple in Sn cannot be inferred from other triples, namely, E(si)=0, 
∀i∈{1,2,…,k}, ( ) ( ) ( )1 2 1∧ ∧ ∧ =kE s E s E s… . Translate this expression into the 

disjunctive normal form E1∨ E2∨…∨ En, if any Ej is true where j=1,2,…,n, the whole 
expression is true. So each Ej stands for a candidate result. According to De Morgan’ 
low, each Ej is the form  1 2∧ ∧ ∧ mt t t… , to make Ej true, {t1,t2,…,tm} should be 
removed from S, and {t1,t2,…,tm} is a candidate result. The RDF(S) inference control 
algorithm is shown as following: 

RDF(S) inference control algorithm: 
Input: RDF(S) repository S, sensitive triples set Sn. 
Output: a subset S’ of S, that (S’)*∩Sn=φ 
Step 1: Use an iterative, pruning forward chaining algorithm [7] to compute the 

closure S* of S, during the computing process, record all inference relations between 
triples for inference dependence graph.  

Step 2: For each si in Sn, compute it’s logic expression E(si) with the direct 
conditions computed in step 1.  

Step 3: According to the result of step2, computing the logic expression 

( ) ( ) ( )1 2∧ ∧ ∧ kE s E s E s… . 

Step 4: Translate ( ) ( ) ( )1 2∧ ∧ ∧ kE s E s E s…  to the disjunctive normal form E1∨ 

E2∨…∨ En.  
Step 5: Select the best result Ei among E1, E2,…,En, remove all triples in it from S 

then get S’. The quality of a candidate results is estimated by the difference in size 
between S* and (S’)*. It assumes that the less different they are, the better the result is. 

Step 6: Assign a label for each triple in S*, every triple appear in (S’)* should be 
labeled as authorized. 
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4   Experiment 

Let tap-cmu.rdf and tap-cum-schema.rdf be RDF(S) repositories. In the experiment, 
we use J2RE1.4.2 as the development platform, Jena 2.1 as the RDF API 
 

Table 2. RDF(S) triples 

Triples 

 Subject Predicate  Object 
No. 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson 

tap:hasEma

ilAddress 
wah@cs.cmu.edu 1 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson 

tap:hasPosi

tion 
ProjectScientist 2 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson 

tap:homePa

ge 

http://people.cs.cmu.edu/perso

n/7018.html 
3 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson 

tap:worksF

or 

http://tap.stanford.edu/data/C

MU_ComputerScienceDepart

ment 

4 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson rdf:type 

http://tap.stanford.edu/data/C

MU_RAD 
5 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson rdfs:label  Harvey, Wilson  6 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson rdf:type 

http://tap.stanford.edu/data/C

MUPerson 
7 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson rdf:type 

http://tap.stanford.edu/data/Per

son 
8 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson rdf:type 

http://tap.stanford.edu/data/Em

ployee 
9 

http://tap.stanford.edu/data/CMU
_RAD 

rdfs:subCla

ssOf 

http://tap.stanford.edu/data/C

MUPerson 
10 

http://tap.stanford.edu/data/CMU
_RAD 

rdfs:subCla

ssOf 

http://tap.stanford.edu/data/Per

son 
11 

http://tap.stanford.edu/data/CMU
_RAD 

rdfs:subCla

ssOf 

http://tap.stanford.edu/data/Em

ployee 
12 

http://tap.stanford.edu/data/CMU
Person 

rdfs:subCla

ssOf 

http://tap.stanford.edu/data/Per

son 
13 

http://tap.stanford.edu/data/CMU
Person 

rdfs:subCla

ssOf 

http://tap.stanford.edu/data/Em

ployee 
14 

http://tap.stanford.edu/data/CMU
SpecialFacultyHarvey,_Wilson rdf:type rdfs:Resource 15 
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Table 3. Experiment results 

Sn {1,2,3,4,7} {1,2,3,4,5} {1,2,3,4,7,9} {1,2,3,4,5,7,9} 

Candidate result 

/difference in size 

between S* and (S’)* 

{1,2,3,4,10} 

/304 

{1,2,3,4,5}/9 

{1,2,3,4,5} 

/9 

{1,2,3,4,10} 

/304 

{1,2,3,4,5}/9 

{1,2,3,4,5}/9 

The best result {1,2,3,4,5} {1,2,3,4,5} {1,2,3,4,5} {1,2,3,4,5} 

Computing cost 28.511s 1.000s 27.313s 1.000s 

(http://jena.sourceforge.net), and MySQL4.1. To show simply, number is used to 
label RDF(S) triple, table 2 shows the RDF(S) triples. Supposing that Wilson Harvey 
doesn’t want anyone to know his personal information (such as homepage, e-mail 
address, workplace and position) and the fact that he is a CMUPerson. Then the 
sensitive triple set Sn is {1,2,3,4,7}, after computing, get two candidate results: 
{1,2,3,4,10} and {1,2,3,4,5}. Comparing the two candidate results, we find that the 
first result make S* lose 304 triples, while the number of the second one is only nine. 
The reason why the two results are so different is that they contain different triples. 
The first one contains triple 10(<CMU_RAD, subClassOf, CMUPerson>), which 
describes the subclass relation between CMU_RAS and CMUPerson, and many 
instances of CMU_RAD concern it. However, the second result contains triple 5 
(<Wilson Harvey, type, CMU_RAD>) instead, which involves only one instance: 
Wilson Harvey. Apparently, the second one loses lesser information than the first one, 
so we choose it as the best result. Table 3 also shows other inputs Sn and results. 

5   Conclusions 

To prevent the indirect access of sensitive information via inference using RDF(S) 
entailment rules, an inference control algorithm for RDF(S) repository is proposed in 
this paper. The algorithm can prevent illegal inference. In the future work, we will 
provide query engine with inference control for RDF and distributed RDF 
repositories. 
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Abstract. The goal of intrusion detection systems(IDS) is to protect
from the signs of security problems. However, since an IDS usually de-
pends on the monitored data and has to identify an intruder, the running
of IDS comes to threaten users’ privacy. In this paper, we propose a new
privacy preserving method in intrusion detection system by applying
cryptographic methods to log files. It can meet the enhanced privacy of
users as well as the security of network providers without TTP.

Keywords: Privacy, Intrusion Detection System, Host-based IDS, Pri-
vacy Homomorphism, Audit log.

1 Introduction

Recently, intrusion detection systems (IDS) have been introduced as a solution
of side effects such as hacking attacks in complicated networks. However, since
an IDS usually depends on the monitored data and has to identify an intruder,
its running leads to threaten users’ privacy. For example, the service provider of
obscene moving pictures runs an IDS to prevent hacking attacks. Intrusions are
detected by monitoring audit logs but users may not want their log information
to be monitored. It’s not so easy to figure out this conflict.

After the first systematic approach by D.E.Denning [6], there are represen-
tative papers of [1] and [10] among the works on protection of privacy in IDS.
Since both of [1] and [10] are based on the pseudonyms generated in cooperation
with a trusted third party (TTP), they need the intervention of TTP such as
IP(identity protector).

In this paper, we propose a new privacy preserving intrusion detection system
(PPIDS), using cryptographic methods to log files without TTP. PPIDS encrypts
the audit log file and can detect intrusions using the secure computation methods
over encrypted data. It can be accomplished through privacy homomorphism,
partitioning method, and so on. Therefore, PPIDS can meet the more enhanced
privacy of users than the previous solutions without TTP and the more security
of network providers at the same time.
� This research was supported by the MIC(Ministry of Information and Communi-

cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Assessment).
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2 Privacy

Privacy can be defined as fair information practices(FIPs) meaning the right of
individuals to determine the disclosure and use of their personal data. Hence,
privacy requirements should cover the followings; 1 Anonymity-a user may use
a resource or service without disclosing the user’s identity. 2 Pseudonymity-it
protects the user’s identity in cases where anonymity cannot be provided, e.g.
if the user has to be held accountable for his activities. 3 Unobservability-a
user may use a resource or service without others being able to observe that the
resource or service is being used. 4 Unlinkability-a user may make use of resources
and services without others being able to link these being used together[5].

Privacy Homomorphism. The arithemetic operations over encrypted data is
accomplished through privacy homomorphism.

Definition. ∀a ∈ A, Dk(Ek(a)) = a. Let α̃ = α1, α2, ..., αn and β̃ = β1, β2, ..., βn

be two (related) function families. The functions in α̃ are defined on the domain
A and the functions on β̃ are defined on the domain of encrypted values of A.
(Ek, Dk, α̃, β̃) is defined as a privacy homomorphism if Dk(βi(Ek(a1), Ek(a2), ...,
Ek(am))) = αi(a1, a2, ..., am) : 1 ≤ i ≤ n [7].

3 The Construction of PPIDS

The setting of our system. Our scheme is a rule- based pattern matching
system which is based on host-based intrusion detection system. This system
consists of a host server administrator and several agent managers. Among those
several agent managers, there is an AM(agent manager) for detecting intrusion
in log directories. From now on, we call it AM in brief.

AM plays a role of the director who detects intruders by monitoring all the
log directories. For this purpose, he uses the secure computation method over en-
crypted data. However, he has limited computation power and storage. AM does
not encrypt and compute the log information. Furthermore, AM can not even ac-
cess all the log directories. If AM needs to access to log directories for some reasons,
he should obtain an authorization from the host server administrator. AM just can
command each directory to implement the operation(computation) for intrusion
detection.1 AM is the only owner of decryption key and decrypts the results which
are reported by log directories. By this process, AM analyze the results so that he
can detect attacks and take proper actions. Through these periodically repeated
processes, he can determine the most optimal policies and audit reduction.

Each log directory stores all the records encrypted automatically by IDS pro-
gram in the SQL table.2 Thus every directory just implements the orders from
AM without decrypting any records and then reports the results to AM. Namely,

1 This is similar to the function of access permission of ‘rwxrwxrwx′ in Unix system.
2 Generally, log directory is a file system. However, the log directory of our system

uses the SQL table transformed by the method such as [2].
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each directory functions as a kind of automated software program for detection
of intrusion.

Our scheme is composed of encryption process, detection process, and policy-
decision process.

3.1 Encryption Process

In this process, log information of users is encrypted and stored in a SQL table
of each directory. We classify audit log’s data into two types of information;
quantity-type information and text-type information.

3.1.1 Quantity-Type Information

1. Equality queries. The PH(privacy homoomrphism) used in this paper is
the same as [3] and [4].
• public parameters : {d(> 2), m(� 10200)}, • secret parameters : (r, m′).
• r ∈ Zm such that r−1 (mod m) exists and a small divisor m′ > 1 of m.
Encryption. Randomly split a ∈ Zm′ into secret a1, ..., ad such that a =∑d

j=1 aj mod m′ and aj ∈ Zm. Compute;
Ek(a) = (a1r mod m, a2r

2 mod m, ..., adrd mod m)

Decryption. Compute the scalar product of the j-th coordinate by r−j

mod m to retrieve aj mod m. Compute a =
∑d

j=1 aj mod m′ to get a;
Dk(Ek(a)) = (a1r

−1 + a2r
−2 +, ..., adr−d mod m′) = a

The set F ′ of ciphertext operations consists of Addition and subtraction,
Multiplication, and Division.

2. Inequality queries
For inequality comparisons, we utilize the partitioning method. Firstly, we
partition the field’s domain into a set of partitions and assign an identifier
chosen by AM at random for each partition [7]. Then, AM has to store the
partition table generated by himself.

3.1.2 Text-Type Information
Text information includes both of quantified data such as IP address and non-
quantified data such as ID. Although Quantified data such as IP address is
expressed in numeral letters, it is inappropriate for applying to the encryption
method of quantity information. We encrypt these information using a deter-
ministic encryption such as AES.

3.2 Detection Process

Order O means the commands which are transferred to each directory by AM.
To solve the authentication problem of orders and results, we use the message
authentication code(MAC). More details are as follows.

1. Conveying Orders
{O = (T, P1, P2, ..., Pq), MAC(KA, O)} (where, Pi =

{j − th field, S|Vi or C|Ci}, i ∈ [1, t], q is the number of policies

and KA is the MAC key shared between AM and a log directory A.)
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The AM sends the distinctive order O and its MAC to each directory. The
message for every directory is different from each other. T is the time that a
directory implements orders periodically or in real time. Pi means a policy
set by the AM and consists of specific operations to be conducted in the di-
rectory. S|Vi means ‘scanning a value Vi’ and C|Ci is ‘computing a operation
Ci’ in j-th field.

2. Implementing Orders
After verifying the MAC, according to the order O, each directory imple-
ments the operations at time T.

3. Reporting
{R=(t, (P1, r1, r100, ...), (P2, r7, r57, ...), ..., (Pk, r100, r164, ...)), MAC(KA, R)}
Each directory reports the result R of implementations as above. t is the
implemented time. (Pi, r1, r100, ...) is the result to i-th policy. rj is the row
satisfying the policy Pi and it is reported with the encrypted form without
being decrypted.

4. Decrypting
Receiving the reportings, AM verifies the MAC and decrypts the reported
rows partially or totally. Then, AM can determine the intruders through
careful analysis.

5. Taking action
By rules of the policy, AM takes proper actions on the detected intruders.

3.3 Policy Decision Process

In a host-based IDS, policy decision is one of the most important things to be
correct and efficient. Hence, audit reduction is required necessarily as its solution
so that AM should update the policy periodically. This process is done through
repeating the analysis of Detection Process.

4 Application Scenario

We assume that a host server is the service provider of obscene moving pictures
for only adults and the information of login-log file is composed of a user’s
ID, password, IP address, a date, access time, success/failure of access, time
duration. The policies for intrusion detection of this server are; 1)Access failures
are more than three times, 2)Access time is from 07:00 to 09:59. Then, AM of
the IDS keeps the partition table like the Table 1. The encrypted recordings of
login information are presented at the SQL table in a login-log directory such as
Table 2. In Table 2, a random number is assigned to each field name. Namely,
in the first row of Table 2, 11 means the field name of ID, 54 - password, 868 -
IP address, and so on.

Then, in the 1st and 3rd fields, each user’s ID and user’s IP address are en-
crypted by deterministic function f with AM’s secret key km. In the 2nd field,
password is encrypted by one way hash function h. In the 6,7,9-th fields, identi-
fiers of access time, success/failure, and time duration are mapped respectively
according to AM’ partition table.
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Table 1. Partition table of AC

Time Partitions Identifier Sucess/Failure Identifier Time Duration Identifier

00:00 - 03:59 48 success 3 00:00-00:00 38

04:00 - 06:59 29 failure 5 01:00-02:00 24

07:00 - 09:59 91 02:00-03:00 55

10:00 - 15:59 33 03:00-04:00 17

16:00 - 19:59 54 04:00-05:00 99

20:00 - 23:59 78 05:00-24:00 43

Table 2. Encrypted login recordings in AM’s SQL Table

11 54 868 56 232 444 89 21 68

fkm(Alice) h(pw1) fkm (123|234|45|1) E(12)/E(15) E(21) : E(08) 78 3 E(02) : E(15) 55

fkm(Carol) h(pw2) fkm (123|234|45|2) E(12)/E(15) E(23) : E(18) 78 5 E(00) : E(00) 38

fkm (Bob) h(pw3) fkm (123|234|45|3) E(12)/E(15) E(23) : E(30) 78 3 E(01) : E(30) 24

fkm(Carol) h(pw2) fkm (123|234|45|5) E(12)/E(15) E(02) : E(04) 48 5 E(00) : E(00) 38

fkm(Carol) h(pw2) fkm (123|234|45|1) E(12)/E(15) E(07) : E(10) 91 5 E(00) : E(00) 38

In the 4,5,8-th fields, the information about date, access time, and time du-
ration is encrypted by privacy homomorphism as it is mentioned in 3.1.1. For
simple computation, suppose d = 2, r = 2, m′ = 23, m = 69, then r−1 = 35.
Well, date information 12/15 is encrypted like this; E(12) | E(15) = E(6, 6) |
E(7, 8) = (12, 24) | (14, 32). Also access time and time duration are encrypted
by the same method.

For detection, AM conveys the order O = {T, P1, P2} = {(10 : 00/day), (89,
C|COUNT (5) ≥ 3), (444, S|91)} and its MAC to a login log directory. Then,
after verifying the MAC, it implements the received order and reports the result
R = {(10 : 00, 12/15), (P2, r2, r4, r5), (P1, r5)} with its MAC. These processes say
that at ten a.m. on the 15-th of December, the cases that the number of access
failures is more than three times are checked in rows r2, r4, r5, and the case that
access time is from 07:00 to 09:59 is checked in row r5. Thus, AM decrypts the
rows r2, r4, r5. For r2, (f−1

km
(fkm(Carol)) = Carol, f−1

km
(fkm(123|234|45|2)) =

123|234|45|2, (12, 24) | (14, 32) = (12 × 35 + 24 × 352 mod 23) | (14 × 35 +
32 × 352 mod 23) = 12 | 15, (6, 11) | (24, 24) = (6 × 35 + 11 × 352 mod 23) |
(24 × 35 + 24 × 352 mod 23) = 23 : 18, (4, 15) | (6, 11) = 00 : 00. r4, r5 are
decrypted in the same ways. Then, AM gets to know that Carol is against the
policy and takes proper action on Carol according to the rules of the policy.

5 Discussion and Conclusion

The main focus of our scheme is to preserve users’ privacy in IDS of network
providers, whereas it’s not to improve the performance or correctness of IDS
itself.
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By using cryptographic methods, PPIDS can provide anonymity(encryption
of ID), pseudonymity (encryption of quasi-identifier such as IP address), confi-
dentiality of data, and unobservability. Unfortunately, it can not provide perfect
unlinkability. Because we use the deterministic symmetric encryption function
for detection, the cyphertexts corresponding to the same plaintexts are equal.
Hence, it allows others to link the same ciphertexts to some resources even if they
don’t know the meaning of the ciphertexts. Anyway, using cryptographic meth-
ods, PPIDS prevents users’ log information from being monitored and misused.
It means fair information practices(FIPs). In addition, PPIDS is much superior
to the previous solutions using pseudonym in privacy preserving aspects. This
is largely because the previous pseudonymous solutions can meet pseudonymity
but can not meet other properties of privacy perfectly. Furthermore, applying
the arithmetic operative methods into encrypted data, PPIDS enables intrusion
detection as well as preserving privacy of users without a TTP.

In efficiency, PPIDS raises the problem of a lowering of performance due to
encryptions. In each directory, it requires additional cost only when log infor-
mation is stored in SQL table and AM decrypts the reported results. However,
PPIDS does not need the intervention of TTP such as IP(identity protector) to
use pseudonym.

In conclusion, we say that our new approach, PPIDS can provide users with
more secure privacy without intervention of IP as well as intrusion detection.
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Abstract. Disaster prevention and recovery is an important branch of
security informatics. People need to investigate the disaster prevention
and recovery capacity of information systems in order to make them more
robust. In this paper we propose a framework to evaluate the disaster
defense ability of information systems. In the research a hierarchy of
criterions is built up which covers both the disaster prevention ability and
the disaster recovery ability. And a fuzzy assessment method is designed
to fit the evaluating process. We also develop a software tool based on
the framework to assist the information security evaluators.

1 Introduction

With growing concern of threat of terrorist attacks, intelligence and security
informatics becomes an important research topic [16] [13] [9]. A disaster strike,
such as an earthquake or a terrorist attack, can cause disruption to IT functions
and thus bring a breakdown of business. Sometimes it may even threaten the
survival of a business. Thus, the problem of how to strengthen IT capabilities to
defend from the disasters becomes a serious concern for researchers in security
informatics.

Several kinds of plans of disaster-related topics, such as Business Continu-
ity Plan and Disaster Recovery Planare proposed by security organizations and
institutes [4] [5] [6] [12]. The objectives of these plans are to ensure an organi-
zations IT systems operate uninterruptedly during and after the occurrence of
a disaster. Researches on how to implement a disaster prevention and recovery
process are also presented in [1] [10] [11]. However a new issue arises: How to
evaluate the disaster prevention and recovery ability of an IT systems before we
ensure them more robust?

In this paper we propose a framework to evaluate the disaster defense ability
for information systems. In the research a hierarchy of criterions is built up which
covers both the disaster prevention ability and the disaster recovery ability. And
a fuzzy assessment method is designed to fit the evaluating process. We also
develop a software tool based on the framework to assist the information security
evaluators.

C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 275–281, 2007.
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The rest of the paper is organized as follows: Section 2 discusses the back-
grounds of disaster prevention and recovery process. The generation of criterion
set is presented in Section 3. Design of fuzzy synthetic judgement method for the
evaluation process is proposed in Section 4. The system architecture of the tool
and its application are described in Section 5. Finally the conclusion is given
and topics are suggested for future research in Section 6.

2 Backgrounds

To evaluate the disaster prevention and recovery capacities is a hard work be-
cause of the complexity of the disaster prevention process. Generally the disaster
prevention process can be described as follows:

First IT security management needs to perform a Business Impact Analysis
(BIA) to correlate specific system components with the critical services that
they provide, and thus to characterize the consequences of a disruption to the
system components. Later, preventive controls such as fire suppression systems
need to be identified depending on system type and configuration. Next recovery
strategies are developed, which include the backup and recovery solution, roles
and their responsibilities, costs and etc. Then the staff need to be trained and the
related plan such as Disaster Recovery Plan (DRP) has to be tested ,exercised
and maintained.

The way used in our work here is depicted in Fig.1. We build up a hierarchy
of criterions cover both disaster prevention phases and recovery phases. And
we conduct the BIA in the objects IT systems to generate the objects to be
evaluated. Thus we implement a fuzzy synthetic evaluation method to create
the assessment reports as the results. Different with traditional IT risk analysis
process the criterions set is totally ”disaster-defense” oriented and we lay more
emphasis on BIAs to conduct the assessment process.

3 Generation of Criterion Set

The criterion set is essential for conducting a meaningful and valid assessment
process. Unfortunately we have found no such existing criterion set in similar
works. Thus we need to build a criterion set before evaluating the systems.
To consider a criterion set to for disaster prevention and recovery processes is
an exaggerative work, which involves many factors such as human, facilities,
IT systems and physical environments. Different from risk assessment we focus
more attention on critical business and assets when designing the criterion set.
In our work we split the criterion set into disaster prevention part and disaster
recovery part and deal with each part separately.

We used several security standards such as BS7799 and ISO13335 for reference
to build the criterion set of disaster prevention part[2][3][14]. The criterion set
comprises of five parts: management, physical environments, communication,
access control, and system development and maintenance. The design of criterion
set of disaster recovery part is rather complex. The distance between original
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Fig. 1. Evaluation process of the disaster defense ability

sites and backup sites is a critical factor for the selection of backup and recovery
solution. We create the criterions respectively for local backup mechanism and
remote backup mechanism. These criterions are also graded. In detail criterions
for local mechanism are classified into the following levels according to its im-
plementation layer : 1),0 level, no local backup data; 2),1 level, data backup; 3)
2 level, system backup; and 4), application backup. We use the disaster recovery
levels in the standards of the Share 78 seminar in Anaheim for reference to grade
the criterions for remote mechanism.

4 Design of the Fuzzy Synthetic Assessment Method

Generally assessment methods can be classified into two types: quantitative
methods and qualitative methods. There are both categorical factors and nu-
merial factors involved in our assessment process. Thus we adopt a fuzzy syn-
thetic assessment method to evaluate the disaster defense ability for information
systems. Though the fuzzy method is a quantitative one it can also deal with
categorical (crisp) factors well. The method is designed as follows:

1), Indexes set: Most criterions are fuzzy in disaster prevention systems. But
some criterions are crisp such as ”Yes/No” ones. However we take the crisp ones
as the special type of the fuzzy. Thus we map all the criterions in the criterion
set to the indexes used as the fuzzy assessment objects in a 1:1 way. We use

U = (u1, u2, ...un) (1)

to denote the index set, in which the element ui(i=1,2...n) denotes the index.
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2), Fuzzy concepts of assessment:
We define the fuzzy concepts for the disaster defense ability assessment as the

set V,

V = (v1, v2, v3, v4, v5) = {verystrong, strong, general, weak, veryweak} (2)

3),Weights set: We combine Delphi method and AHP method together to build
the weights set in a bottom-up manner[8][17]. We choose the Delphi to build the
Relative Importance Matrix of indexes.The consultation table is designed as a
matrix A:

A = {aij}m∗m (3)

in which aij either is an integer w or the inverse of w and

w ∈ [1, 9] (4)

4), Membership function: We use the k -order parabolic distribution as the
membership function. After many tests we find the membership function is more
unitary when k =1.2. Different membership functions are adopted for different
fuzzy concepts in V. For example, the following is the membership function of
the fuzzy concepts ”very strong”:

A1(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0, x < 70, (5)

(
x − 70

20
)1.2, 70 ≤ x ≤ 90. (5′)

1, x > 90. (5′′)

5), Multiple-layer fuzzy synthetic assessment: Let the fuzzy relationship ma-
trix between U ,the object set, and V ,the fuzzy assessment concepts set be R,

R = (rij)n∗m (6)

and the weight set A,
A = {a1, a2, ...an} (7)

then we can get B,

B = {b1, b2, ...am} = {a1, a2, ...an} ◦ (rij)n∗m (8)

in which bj denotes the significance of the j-th factor on V .
Because the criterion hierarchy has multiple layers, we use the above equation

recursively by the layers to get the evaluation results.

5 Application

We implement our framework into a tool named as DDAET(Diaster Defense
Ability Evaluation Tool). The software DDAET, which is based on B/S com-
puting model, is developed on Microsoft .Net platform. The system architecture
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Fig. 2. DDAET system architecture

Fig. 3. A sample assessment result

of DDAET is illustrated in Fig.2. The business tier of DDAET consists of four
modules: assessment project managents, reports, criterions maintenance and sys-
tem utilities. Assessment project managents module contains the core procedures
such as information collection, BIA, criterions selection and weights adjustment.
Reports module is used to generate reports as the system output. Criterions
maintenance module and system utilities module enable users to database I/Os
and modifications, logs managements, users managenments and etc. A typical
application of our evaluation methods is an ERP system of a famous tobacco
logistics company in Shanghai, China, which greatly concerns its IT system se-
curity. Assisted by the tool DDAET we have conducted a full assessment on its
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IT system. The evaluation result of the ERP system is shown in Fig.3, in which
the legend ”1” denotes the concept ” very strong”, and for ”2”, ”strong”, ”3”,
”general”, ”4”, ”weak”. We can see from the figure that there are no ”very weak
” ones among all the assessment objects. And the recovery ability of the system,
which is grade as ”very strong”, is better than its prevention ability, which is
”general”. However the assessment conclusion of the disaster defense ability of
the whole system is ”general”.

6 Conclusions

In this paper we proposed a framework to evaluate the disaster defense ability of
information systems. In the framework we built a hierarchy of criterions which
covers both the disaster prevention ability and the disaster recovery ability. Also
we combined Delphi and AHP methods to generate the weights for the criterions.
We design a fuzzy assessment method to implement the evaluating process. We
also develop a software tool based on the framework to assist the information
security evaluators.

However there are still a lot work left to be done. The hierarchy of criterions
built in our research now only reflects the static features in the disaster preven-
tion and recovery process, which is actually dynamic. In fact there are logical
dependence and causality between the factors in the system. For example, as one
of preventive measures, well-equipped waterproof mechanism of a system helps
to promote it’s disaster recovery power. Obviously it’s unwise to ignore these
relationships, which may throw doubt on the preciseness of the assessment pro-
cess. In the future we will continue the research on the issue of how to measure
the dependence and causality between assessment objects, and thus to evaluate
more precisely.
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Abstract. Safety is a critical element to the business success of the passenger
airline industry. It is because of the imprecision or vagueness inherent in the sub-
jective assessment of the experts that we use fuzzy set theory to deal with safety
evaluation problems. In this paper, A novel airline safety evaluation method based
on fuzzy TOPSIS is proposed. The merit of the method is that it can deal with
both quantitative and qualitative assessment in the process evaluation. In addition,
the method can be easily applied to safety evaluation with little computation load.
A numerical example is used to illustrate the efficiency of the proposed method.

1 Introduction

Evaluating the overall airlines safety level plays a very important role in air safety man-
agement systems. To examine comparative safety levels among airlines for safety man-
agement and improvement purposes, an evaluation mechanism for measuring the overall
safety of airlines is needed. Extensive works have been done to deal with airlines safety
evaluation [1,2,3].

It is obvious that the an airline safety is relative to some attributes, such as the man-
agement level and the maintenance of the companies. These attributes are independent
and compensatory of each other in terms of their contribution to the overall level of air-
line safety. Some of these attributes are qualitative measures, which require subjective
assessments by human experts. From this point, evaluating airlines safety can be seen
as a multiattribute decision making (MADM) problem.

MADM has proven to be an effective approach for ranking a finite number of alter-
natives characterized by multiple conflicting criteria . The technique for order prefer-
ence by similarity to an ideal solution (TOPSIS), one of the known classical MADM
methods, was initiated by Hwang and Yoon [4]. This technique is based on the con-
cept that the ideal alternative has the best level for all attributes considered, whereas the
negative-ideal is the one with all the worst attribute values. TOPSIS defines solutions as
the points which are simultaneously farthest from the negative-ideal point and closest to
the ideal point and is successfully applied to selecting the location of a manufacturing
plant. In the process of TOPSIS, the performance ratings and the weights of the criteria
are given as crisp values. Thus, the measurement of weights and qualitative attributes
did not consider the uncertainty associated with the mapping of human perception to a
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C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 282–287, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



Airline Safety Evaluation Based on Fuzzy TOPSIS 283

number. However, crisp data are inadequate to model real-life situations since the eval-
uation data of the facility location under different subjective attributes and the weights
of the attributes are often expressed linguistically. Thus, a more realistic approach may
be to use linguistic assessments instead of numerical values .

Fuzzy set theory has proven to be a powerful modelling tool for coping with the
subjectiveness and imprecision of human judgments. Many fuzzy TOPSIS method has
been proposed to handle linguistic decision making[5,6,7,8,9]. However, all existing ap-
proaches is not efficient due to two main reasons. First, in the decision making process
of existing fuzzy TOPSIS, it is inevitable to determine the ideal point and the negative-
ideal point by the means of ranking fuzzy number. While, it is very known that ranking
fuzzy number is an open issue that cannot efficiently be solved [10]. The other reason
is that it is not correct to determine the distance between fuzzy numbers due to the
distance function used in existing works is not a reasonable distance function [11]. In
this paper, a new and simple fuzzy TOPSIS with little computation load is presented to
evaluate airlines safety. we formulate the evaluation of airline safety as a fuzzy MADM
problem. The papers is organized as follows. In section 2, some basic preliminaries are
introduced. In section 3, a simple fuzzy TOPSIS method is proposed to deal with fuzzy
MADM. A numerical example is illustrated to show the use of the proposed method in
airlines safety evaluation. Some Conclusions are made in section 5.

2 Definition and Formulation

In this section, for the purpose of reference, we will cover some basic definitions and
formulas that are used in our paper.

2.1 Fuzzy Numbers

Definition 2.1. “Fuzzy set”: Let X be a universe of discourse. Where Ã is a fuzzy subset
of X; and for all x ∈ X , there is a number μÃ(x) ∈ [0, 1] which is assigned to represent
the membership degree of x in Ã, and is called the membership function of Ã [12,13].

Definition 2.2. “Fuzzy number”: A fuzzy number Ã is a normal and convex fuzzy sub-
set of X [13].

Here, “normality” implies that:

∃x ∈ R, ∨
x

μÃ(x) = 1 (1)

and “convex” means that:

∀x1 ∈ X, x2 ∈ X, ∀α ∈ [0, 1], μÃ(αx1 + (1 − α)x2) � min(μÃ(x1), μÃ(x2)) (2)

Definition 2.3. A triangular fuzzy number Ã can be defined by a triplet (a, b, c) , where
the membership can be determined as follows

μÃ(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0, x < a
x−a
b−a , a � x � b
c−x
c−b , b � x � c

0, x > c

(3)
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2.2 Canonical Representation Operation on Fuzzy Numbers

In this paper, the canonical representation of operation on triangular fuzzy numbers
which are based on the graded mean integration representation method [14], is used to
obtain a simple fuzzy TOPSIS method.

Definition 2.4. Given a triangular fuzzy number Ã = (a1, a2, a3), the graded mean
integration representation of triangular fuzzy number Ã is defined as:

P (Ã) =
1
6
(a1 + 4 × a2 + a3) (4)

Then by applying Eq.(4), the importance weights of various criteria and the ratings of
qualitative criteria, considered as linguistic variables which can be expressed in positive
triangular fuzzy numbers.

Let Ã = (a1, a2, a3) and B̃ = (b1, b2, b3) be two triangular fuzzy numbers. The
representation of the addition operation ⊕ on triangular fuzzy numbers Ã and B̃ can be
defined as :

P (Ã ⊕ B̃) = P (Ã) + P (B̃) =
1
6
(a1 + 4 × a2 + a3) +

1
6
(b1 + 4 × b2 + b3) (5)

The canonical representation of the multiplication operation on triangular fuzzy num-
bers Ã and B̃ is defined as :

P (Ã ⊗ B̃) = P (Ã) × P (B̃) =
1
6
(a1 + 4 × a2 + a3) × 1

6
(b1 + 4 × b2 + b3) (6)

3 Fuzzy TOPSIS Approach

Suppose a MCDM problem has m alternatives, A1, . . . , Am , and n decision criteria,
C1, . . . , Cn. Each alternative is evaluated with respect to the n criteria. All the ratings
assigned to the alternatives with respect to each criterion form a decision matrix denoted
as follow:

D =

A1
A2
...

Am

C1 C2 · · · Cn⎡

⎢⎢⎢⎣

r11 r12 · · · r1n

r21 r22 · · · r2n

...
...

. . .
...

rm1 rm2 · · · rmn

⎤

⎥⎥⎥⎦

where rij is the rating of alternative Ai with respect to criteria Cj. Let W = (ω1, . . . , ωn)
be the relative weight vector about the criteria. In this paper, the rating rij of alternative
Ai and the weights ωj of criteria are assessed in linguistic terms represented as triangular
fuzzy numbers as shown in Table 1 and 2.

Then the TOPSIS method can be summarized as follows:

1. Calculate the weighted decision matrix X = (xij)m×n

xij = ωjrij , i = 1, 2, . . . , m; j = 1, 2, . . . , n (7)
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where ωj is the relative weight of the jth criterion or attribute. It should be noted
that the results are crisp numbers whether the weight and rating is fuzzy number of
crisp number.

2. Normalize the decision matrix X = (xij)m×n using the equation below:

vij =
xij√
m∑

k=1
x2

kj

, i = 1, 2, . . . , m; j = 1, 2, . . . , n (8)

we get the weighted normalized decision matrix V = (vij)m×n.

3. Determine the ideal and negative-ideal solutions:

A∗ = (v∗1 , v∗2 , . . . , v∗n) (9)

where v∗j = {( max
i=1,2,...,m

vij |j ∈ Ωb ), ( min
i=1,2,...,m

vij |j ∈ Ωc )}

A− = (v−1 , v−2 , . . . , v−n ) (10)

where v−j = {( min
i=1,2,...,m

vij |j ∈ Ωb ), ( max
i=1,2,...,m

vij |j ∈ Ωc )}
and Ωb and Ωc are the sets of benefit criteria/attributes and cost criteria/attributes,
respectively.

4. Calculate the Euclidean distances of each alternative from A∗ and A−, as follows:

d∗i =

√√√√
n∑

j=1

(vij − v∗j )2, i = 1, 2, . . . , m (11)

d−i =

√√√√
n∑

j=1

(vij − v−j )2, i = 1, 2, . . . , m (12)

5. Calculate the relative closeness of each alternative to the ideal solution. The relative
closeness of the alternative Ai( i = 1, 2, . . . , m) with respect to A∗ is defined as:

CCi =
d−

d∗ + d−
, i = 1, 2, . . . , m (13)

6. Rank the alternatives according to the relative closeness to the ideal solution. A
large value of index CCi indicates a good performance of the alternative Ai . The
best alternative is the one with the greatest relative closeness to the ideal solution .
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Table 1. Dimensions and measures used for evaluating safety levels of airlines

Dimension Safety measure
C1 Management C11 Safety policy and strategy (fuzzy assessment via surveys)

C12 Management attitude/commitment (fuzzy assessment via surveys)
C13 Employee attitude/commitment (fuzzy assessment via surveys)
C14 Safety personnel rate (total number of flights/total number of safety personnel)

C2 Operations C21 Competence status of flight crew (fuzzy assessment via surveys)
C22 Compliance with aviation task procedures (fuzzy assessment via surveys)
C23 Training status of pilots (average training activities per pilot)
C24 Incident and accident rate (number of accidents per 100,000 departures)

C3 Maintenance C31 Compliance with maintenance task procedures (fuzzy assessment via surveys)
C32 Training status of personnel (average training activities per worker)
C33 Crew competence rate (number of certificated technicians/number of maintenance crew)

C4 Planning C41 Average age of fleet (years)
C42 Aircraft types (number)

Table 2. The final ranking order

A1 A2 A3 A4
d+ 0.0521 0.0441 0.0355 0.0701
d− 0.0621 0.0569 0.0599 0.0446
CC 0.5437 0.5634 0.6275 0.3888

4 Evaluating Airlines Safety

In the passenger airline industry, there is no universal agreement among researchers and
practitioners about what exactly constitutes safety indicators [15]. This suggests that
airlines safety measures are context-dependent and should be selected to reflect the op-
erational environment investigated. For safety management and improvement purposes,
safety measures to be identified for airlines are classified into four safety dimensions.
These dimensions correspond to organizational divisions of airlines, involved directly
in contributing to airline safety, including (a) management, (b) flight operations, (c)
engineering and maintenance, and (d) fleet planning (finance and property).

The weighting vectors W and Wj represent the relative importance of n safety di-
mensions Cj(j = 1, 2, ..., n) and pj safety measures Cjk(k = 1, 2, ..., pj) for the prob-
lem and their corresponding dimension respectively. The weighting vectors Cjk(k =
1, 2, ..., pj)are obtained by using the pairwise comparison of the analytic hierarchy pro-
cess [16] assessed by safety experts via surveys. Due to the limited space, the detailed
datum are not shown in this paper, please refer [15] for more information. We just listed
the final result of our proposed fuzzy TOPSIS method in the following table 2. It can
be easily seen that the final safety ranking of the four airlines is a3, a2, a1, a4.

5 Conclusions

In this paper, a new method to evaluate airline safety based on fuzzy TOPSIS is pro-
posed. The new method can deal with both quantitative and qualitative assessment of
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multiple safety measures. The numerical example shows that our approach can be easily
applied to airline safety evaluation.
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Abstract. This paper presents an framework to analyze the security
of data transmission protocols in wireless sensor network (WSN). The
proposed framework is based on the simulation paradigm and it defines
three attack models in terms of the adversary’s attacking ability. Fur-
thermore, it provides a ideal model to verify whether a given protocol is
secure or not under these three different attack models. The framework
is proved to be effective by analyzing a ”secure” data transmission pro-
tocol SDD. This is the first time that the notion of provable security is
applied in wireless sensor networks.

Keywords: Provable Security, Sensor Network, Data Transmission
Protocol.

1 Introduction

A basic task in WSN systems is to interactively distribute commands to or
gather data from a subset of the sensor nodes. Therefore, one of the primary
challenges in the designing of these systems is how to guarantee the data trans-
mission protocols, which may run in hostile or unattended environments, robust
and secure. Some secure data transmission protocols for sensor networks have
been proposed, e.g.[6] [7], and their security have been discussed informally and
incompletely. When these protocols are put into practice, they are likely to re-
sult in unexpected damages. Here a fundamental challenge exists: is there any
approach to prove the security of data transmission protocols in WSNs?

To answer this challenge, we present a simulation-based formal framework to
prove the security of the data transmission protocols in WSNs (following the
idea of [1][8]). This framework defines three attack models in terms of the adver-
saries’ attacking abilities, and constructs an ideal model to simulate a protocol’s
operation and analyze its security. The verification of the protocol’s security in
ideal model relies on checking errors reachable under the given attack model.
Once an error is identified in the attack model, a flaw is founded and the proto-
col is proved to be insecure in that attack model. Reversely, if no error is found,
the protocol is proved to be statistically secure in that attack model. This idea

� This work is supported by SRFDP of China under grant 20050248043.
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is similar to the fault-oriented test [3] method and it helps to mitigate the state
space explosion problems in other techniques such as model checking [2] etc.
Moreover, we give out security definitions under different attack models. At last,
SDD [6] is analyzed to prove if it satisfies those security definitions.

The remainder of this paper is organized as follows. Section 2 presents the
framework of our approach. Security definition and checking process are given in
section 3. Section 4 analyzes the security of SDD. Section 5 concludes the paper.

2 The Framework of Our Approach

2.1 Network Model

Define the wireless sensor network as an undirected labeled graph struc =
(V, E, Cv, Ce). Where V is the set of vertices, which represents the identities
of the participating senors. E is the set of edges, which represents the radio
links between each pair of sensors. Cv is the cost value of sensors, Ce is the cost
value of the edges.

2.2 Attack Model

The attack models are classified according to the adversaries’ abilities [9].

(1) The first attack model: Outsider attack. In this level the attacker
can illegally join the WSN or read and alter messages transmitted by legitimate
nodes. The known attacks include eavesdropping, altering, replaying attacks etc.

(2) The second attack model: Insider attack. A malicious insider can
perform all the attacks that an outsider can. The malicious insiders can spoof or
inject bogus information, send fake messages to any protocol participant or send
observations about the monitored area to a malicious user. The known attacks
include selective forwarding, acknowledgement spoofing, Sybil , sinkhole etc.

(3) The third attack model: Laptop-class attack. A laptop-class adver-
sary with a powerful transmitter can cause a large number of nodes to attempt
to send their packets to it, but those nodes sufficiently far away from the adver-
sary would be sending packets into oblivion. The known attacks include sinkhole
attacks, wormhole attack, HELLO flood attack and denial of service attack etc.

2.3 Communication Model

The main idea of the simulation paradigm we used is to construct two models: a
real model that describes an instance of the protocol in real environment, and an
ideal model that captures the defined specification of the protocol under different
attack models.

The Real Model. A real model is corresponding to the configuration of
confreal = (stru = (V, E, Cv, Ce), A), and the system Sysreal,A is described
as a real system running in it. A represents the adversary in the network.
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We define the whole network communication model for data transmission as
Fig 1. {D,v1,· · ·,vl, S} is a set of interactively communicating probabilistic state
machines, connected via buffered channels. Each machine can be initialized with
some initial states. The machines operate in a reactive manner. Each channel is
considered as an output channel for the machine before it and an input channel
for another machine behind it, and it is also able to determine the target of the
message and to which channel it belongs. Machine D represents the sink. Ma-
chine v1,· · ·,vl, are the intermediate nodes and machine S is the source nodes. Ini

is the input channel of the machine i. repi is a response to the request Ini. Each
machine has more than one input and output buffered channels, which means
our model allows several parallel runs of the protocol.

Fig. 1. The communication model of the system

There are four types of delivery pairs in Fig1: sink ↔ sensor node, sensor
node ↔ sensor node, sensor node ↔ source node, sink ↔ source node. We define
the two entities of each pair as Sender and Receiver in Fig 2. The machine
T is triggered by the information in InT from the previous node. Machine R
communicates with machine T through its channel InR and repR. The adversary
A may try to tamper the messages in InR or repR. The whole communication
ends when reaches one of its final states. We denote the output of the Sysreal,A

as Outreal,A(x). Where x is the initiated interest.

Fig. 2. The pair of Sender and Receiver in
real model

Fig. 3. The pair of Sender and Receiver in
ideal model
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The Ideal Model. The ideal model is corresponding to the configuration
confideal = (stru = (V, E, Cv, Ce), A′), and the system Sysideal,A′ is described
as an ideal system running in this model. The whole network communication
model for data transmission is same to Fig1. The main difference in each pair of
Sender and Receiver is that machine R is replaced by a new machine R′ as Fig3.
The other operation is similar to that in the real model. Machine R′ is initiated
with the verification rules. When the messages arrive at its input channel InR′

it can do the message verification while processing the contents. Thus, it can de-
tect the system errors. Once an error is found, R′ records it in its error-recording
tables and the communication continues as if nothing wrong had happened. We
denote the output of the Sysideal,A′ as Outideal,A′ (x). The whole communication
also ends when it reaches one of its final states.

2.4 Unification of the Real Model and the Ideal Model

The goal of this section is to prove that the real model can be completely simu-
lated by the ideal model in the statistical sense.

Theorem 1. (statistically security) Let Sysreal,A and Sysideal,A′ be systems
running in the real model and the ideal model for the same protocol. We say that
Sysideal,A′ is statistically as secure as Sysreal,A for the honest users with the
same initial interest x, if two systems get the same outputs, with the statistical
difference of at most ε, written as:

ε = �sta(Outreal,A(x), Outideal,A′ (x))

ε is the negligible probability.

Proof: From the construction of our models and systems, we can see that the
steps of the Sysreal,A and the Sysideal,A′ are exactly the same. If no errors
are found in the error-recording tables of the ideal system Sysideal,A′ , not only
the steps, but also the output of the two systems will be the same, namely,
Outreal,A(x) = Outideal,A′(x). On the other hand, if there an error Malice
is found in the ideal system Sysideal,A′ , search backward in the simulation
paradigm, there must exist an adversary A′, which leads Malice ∈ Ertab ap-
pear. Apparently, by using this adversary A′ to construct A = A′, the adversary
A can do the same attack to Sysreal,A. And thus Outreal,A(x) = Outideal,A′ (x).
Whereas, if adversary A in real system can lead Malice′ ∈ Ertab appear in
Sysreal,A. There may be two possible cases in the ideal system. One is the
Malice′ ∈ Ertab will also be arrived in the ideal system, then Outreal,A(x) =
Outideal,A′(x). The other one is Outreal,A(x) �= Outideal,A′(x). This case is pos-
sible only when some of the messages during the communication are lost due to
the wireless nature of WSN, which occurs only with negligible probability.

Lemma 2. If the statistical difference between the outputs of the ideal system
and the real system is a (small) error ε. We say the ideal model can completely
simulate the real model in the statistical sense.

Proof: This lemma can be deduced from Theorem 1.
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3 Correctness and Security Definition

The correctness and security definition here are aiming at the data transmission
protocols. This paper just focuses on the directed diffusion protocol [5], which
is the most important representative of the data transmission protocols.

3.1 Correctness

We assume the correctness definition of a protocol is given by its applications.
Generally, a perfect data transmission protocol should be able to securely trans-
mit data in the presence of any number of attackers. There are four criteria that
define the secure data delivery through the network expressed as: data confiden-
tiality, data authentication, data integrity and data freshness.

Usually, errors are defined in conjunction with the correctness criteria. In
our case, the corresponding errors we address are message leakage, message loss,
message modification, and message duplication. These errors may manifest them-
selves in the ways as described in section 2.2.

3.2 Security Definition

Now, we are ready to introduce the definition of secure data delivery according
to our attack models and correctness criteria.

Definition 3 (First Attack Model Security, FAMS). A data transmission
protocol is said to be (statistically) secure in the first attack model if, for con-
figuration confideal and any outside node-class adversary A′, the protocol still
satisfies the correctness criteria of its application.

Definition 4 (Second Attack Model Security, SAMS). A data transmis-
sion protocol is said to be (statistically) secure in the second attack model if, for
configuration confideal and any inside node-class adversary A′, the protocol still
satisfies the correctness criteria of its application.

Definition 5 (Third Attack Model Security, TAMS). A data transmission
protocol is said to be (statistically) secure in the third attack model if, for config-
uration confideal and any Laptop-class adversary A′, the protocol still satisfies
the correctness criteria of its application.

3.3 Security Checking in the Ideal Model

The security checking in ideal model includes two steps. Firstly, during the data
delivery process, the message verification is done at each machine R′ in Fig3. This
process is beginning from the first attack model to the third attack model, and
errors will be recorded in the error-recording tables ExerI, ExerII and ExerIII.
Secondly, when the communication ends, back searches the three error-recording
tables to see if there are some errors and determine the security level of the
protocols. The Algorithm 1 in Fig4 describes the whole process.
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Fig. 4. The security checking process in the ideal model

4 Security Level of SDD

In this section, SDD is simulated in the ideal model to demonstrate the usefulness
of our framework. According to the security checking process in section 3.3,
SDD is simulated and proved to be insecure in the confidential applications,
but it satisfies FAMS in non-confidential applications. The detailed analysis is
omitted due to the paper length limit, and one can contact the author for further
discussion.

5 Conclusion

The main contributions of this paper is that it provides a simulation based ideal
model to prove the security of a protocol. In which the protocol is analyzed
according to the defined three attack models and its efficiency is demonstrated
by analyzing the ”secure” directed diffusion protocol SDD [6]. To the best of our
knowledge, we are the first one who applied the notions of provable security and
the simulation paradigm to the protocols in sensor networks.
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Abstract. Motivated by frequency hopping, port and address hopping technique 
is thought to be essential and efficient for active cyber-defense and intelligence 
security. A novel scheme of timestamp-based synchronization is proposed and a 
prototype using port and address hopping tactic is carried out. Then a test-bed is 
implemented for the fragment transmission of plaintext over different LANs. In 
order to evaluate the performance of the hopping tactic, experiments on DoS 
and eavesdropping attacks are performed which demonstrate that port and 
address hopping mechanism has better performance than no hopping tactic and 
simple port hopping service. 

Keywords: Port and address hopping, Active cyber-defense, Denial of Service, 
Eavesdropping. 

1   Introduction 

With the pervasiveness of the Internet, we have acquired enormous benefits and 
conveniences; meanwhile suffered more attacks and threats. Internet has become a 
double-edge sword. Various Trojan-horses, virus, worms, and malicious codes puzzle 
the whole world. Computer networks are playing an increasingly important role in 
military, government, and intelligence environments. 

Several security mechanisms, such as firewall and intrusion detection/prevention 
systems (IDS/IPS), have been proposed to address these problems. But most of these 
countermeasures against threats are passive in nature because the attackers exist in the 
dark side while the server in the bright. The potential intruders from any place could 
attack the conspicuous server at any time. This makes the traditional security tactics 
in a devil of hole for those attacks such as Denial of Service or eavesdropping. 

In military communication systems, frequency hopping is an efficient tactic which 
can keep the enemies in the dark by changing the radio frequency pseudo-randomly. 
Inspired by frequency hopping, port and address hopping paradigm is introduced to 
puzzle the adversaries by hopping the port and address information pseudo-randomly 
during data transmission. Thus we can perform active cyber-defense. 

The paper proceeds as follows. Section 2 describes the related works. Section 3 
details the design and implementation of a prototype system using port and address 
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hopping tactic. Section 4 evaluates the performance for cyber-defense though 
experiments upon DoS and eavesdropping attacks. Section 5 concludes the paper. 

2   Related Works 

In the TCP/IP protocol suite, Internet applications use the socket interface to establish 
a communication channel for exchanging data. Well-known ports (0 through 1023) 
are used by servers to provide standard services. However, the well-known port 
design is vulnerable to port scanning and eavesdropping because of the fixed service 
port. When the vulnerability is discovered, Eavesdropping or DoS attacks can be 
launched against the target immediately. This makes it very difficult to detect and 
thwart these attacks reliably. 

Port and address hopping is a dynamic tactic that changes the service’s IP address 
and port number pseudo-randomly during data transmission. In the recent years, 
different hopping tactics were proposed for various security applications. Port 
hopping was introduced to detect and mitigate the effect of DoS attacks for public 
service [1, 2]; while port and address hopping method was mentioned to evade port 
attacks [3, 4] in the DARPA APOD [5] project. Generally speaking, the crucial issue of 
these hopping tactics is the synchronization problem that the communication pairs 
need to be coordinated so that the clients can acquire the right service. 

In [1] the authors proposed a time synchronization scheme in which time is divided 
into discrete slots Si (i=0, 1, 2…) with duration τ. The service port changes 
dynamically as a function of the slot number i and the cryptographic key k shared 
between the server and the client. When a client needs to communicate with the 
server, it will determine the current service port using k and i. Authorized clients who 
have the key will be able to determine the current service port whereas the attackers 
will not. In this scheme, TCP service’s port can not be changed once a TCP 
connection is established, making the TCP service vulnerable to attack. Moreover, the 
time synchronization scheme is simple but requires too much for clients over WAN or 
multiple LANs because of transmission delay and traffic jam. In [2] an ACK-based 
synchronization scheme was introduced for two parties’ communication merely. A 
cryptographic key is shared between the communication pair also and a time-based 
proactive re-initialization of the ports for ACK-based protocol was proposed to puzzle 
the attacker. This scheme is realistic but not competent for multiparty communication 
because other members will not be able to know the current port while two parties are 
hopping. ACK-based scheme requires no precise clock, but the adversaries can 
acquire the hopping information easily by sniffing and analyzing the ACK frames. 
Port hopping tactics in [1, 2] show no benefits for thwarting eavesdropper. The inside 
attackers can obtain port information easily and launch improved DoS attacks 
immediately via sniffing the communication after it has been decrypted. 

Closely related work was presented in [3, 4] which proposed a port and address 
hopping tactic relying on time synchronization and random number generators. The 
paradigm performs a mapping between the fake address-port pair and real pair which 
is implemented by a hopping delegate and NAT (network address translation) 
gateway. The hopping delegate is directly located on the client machine, intercepts  
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RPC calls to the real server, and replaces all header information with fake address-
port pair. The NAT gateway is located on the server side, performs the reverse 
mapping from the fake address-port pair to the real pair. Two designs are 
implemented for different cases according to the clients and the server. Tunnels is 
used for port hopping within the same LAN while NAT gateway for port and address 
hopping on different LANs. It is interesting that this hopping tactic is carried out just 
through generating various fake address-port pair according to the time and pseudo-
random number synchronization, while the real service’s pair is fixed yet. The outside 
adversary can only see traffics between random addresses and ports. However, the 
inside attacker will be able to acquire and attack the service through eavesdropping. 

The main contribution of our work is in presenting a novel scheme of timestamp-
based synchronization which can be competent for the hopping service over MAN, 
carrying out a port and address hopping prototype, and validating the confidentiality 
and availability performance through experiments. 

3   Prototype Skeleton and Implementation  

We performed a design and implementation of prototype using port and address 
hopping tactic. Firstly, consider a scenario as follows: an intelligence department 
needs to receive secret information from distributed sub-agencies every day. The 
department should acquire intelligence data correctly and securely even under the 
attacks of DoS/DDoS or eavesdropping. Obviously, confidentiality and availability 
are the two most important factors for this deployment. A simplified cyber-defense 
prototype is established and implemented to reveal this scenario. Figure 1 shows the 
skeleton of the prototype. 

 

Fig. 1. Skeleton of the prototype based on port and address hopping 

The prototype uses port and address hopping tactic, including server and client 
part. The server consists of 4 modules, i.e. noise generator, synchronizer, data module 
and hopping module, which are coordinated to provide hopping service. The client 
part performs data transfer through the synchronizer and data module. A trusted hosts 
table is preserved by the server while a hopping addresses list is shared between the 
server and the clients. 

Data module provides hopping service, exchanging data with the clients. Before 
transmission, message is divided into lots of small fragments first, and then these 
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fragments are to be transmitted in burst mode at different service slots to puzzle the 
eavesdropper. Noise generator also puzzles the eavesdropper or even breaks them 
down by yielding enormous noise packets which contain lots of fake addresses and 
ports. Hopping module can generate (address, port) pair for current service according 
to the hopping algorithm shared between the server and trusted hosts. Synchronizer 
carries out synchronization so that the clients could acquire the right service. 

Synchronization is very essential for hopping service. There exist several schemes 
such as time-synchronization and ACK-based synchronization. Time-synchronization 
requires precise clock for both the server and the client. Hopping information is 
determined by the communication pairs according to the current clock. This scheme is 
simple but requires too much for exploits over MAN or multiple LANs because of 
transmission delay and traffic jam. ACK-based synchronization is an asynchronous 
scheme in fact. The hopping information is transferred through an ACK frame. ACK-
based scheme requires no precise clock, but the adversaries can acquire the hopping 
information easily by analyzing the ACK frames. 

This paper proposed a compromised scheme of timestamp-based synchronization 
which is described as follows. A hopping algorithm is shared between the hopping 
server and the trusted clients. When a hopping service is to be launched, the (address, 
port) pair is determined by the hopping algorithm with the server’s current timestamp. 
The timestamp is then transferred to the trusted client. Once receiving the timestamp, 
the trusted host will be able to determine the current service by the hopping algorithm 
with the timestamp. Neither precise clock nor hopping information is needed for this 
scheme, but a timestamp instead. Adversaries can not determine current service 
because they know nothing about the hopping algorithm. Thus the timestamp-based 
scheme is efficient and competent for hopping service over MAN or multiple LANs 
which have transmission delay or traffic jam frequently. 

The prototype has been carried out on Linux (Kernel 2.4) based computers. The 
hopping server has 3 Ethernet cards with data rate up to 100Mbps. Each NIC can be 
configured multiple IP addresses for hopping service. The port number of hopping 
service varies from 10000 to 65535 in order to avoid collisions with the well known 
ports (0 through 1023) and the temporary ports (usually 1024 through 5000).  

4   Performance Evaluations 

DoS and eavesdropping attack experiments have been carried out to evaluate the 
performance of port and address hopping tactic. The DoS experiment is performed to 
evaluate the availability of the prototype. Table 1 details the configuration 
information of the DoS attack experiment. 

Table 1. Configuration of the DoS attack experiment 

 Hopping server Client DoS attacker 
CPU/Memory P4 2.8GHz/256M PM 1.5GHz/128M P4 2.8GHz/256M 

Bandwidth 100Mbps (3 NICs) 10Mbps 1Gbps 
OS Red hat Linux 9 VMWare Linux Red hat Linux 9 
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Fig. 2. Fitting curves of DoS experimental data 

Table 2. DoS attack experimental data 
 

Average Response Time (ms) ATR 
(Mbps) No hopping P&A hopping 

0 1.4258 1.4675 
5 2.2436 1.5884 

10 4.8988 2.5003 
10.5 12.1402 2.6182 

12 71.2185 2.9593 
13 - 3.1387 
20 - 3.2694 
25 - 3.6639 
31 - 9.0805 
32 - - 

A worst scenario is considered: the DoS attackers know the hopping tactic and 
hopping addresses used by the server, and launch directed attacks to the hopping 
service through SYN-flooding. Response time is introduced to intuitively reveal the 
availability of service under attacks. Table 2 demonstrates the main results of DoS 
attack experiment, and figure 2 shows the fitting curves corresponding to no hopping 
service versus port and address hopping tactic.  

As can be seen, the two services have approximately equal response time under no 
attacks. No hopping service becomes worse sharply when the attack rate up to 
10.5Mbps, and then collapses at 13Mbps, whereas the hopping server provides good 
service as well as before. Hopping service falls down when the attack rate up to 
32Mbps. This experiment shows that the port and address hopping mechanism can 
greatly improve the availability under the DoS attacks. 

Another experiment is performed to evaluate the confidentiality of the hopping 
service. Also we consider a worst scenario: the server, the client and the eavesdropper 
are located on the same LAN whose heart is a HUB. No other hosts are alive on the 
LAN except a virtual machine with multiple virtual IP addresses which are used to 
confuse the eavesdropper. The hopping server occupies 24 IP addresses for hopping 
service. The attacker uses Windows XP based computer with a professional sniffing 
tool of Sniffer pro 4.70 to eavesdrop all the packets on the LAN. A short plaintext of 
intelligence is transferred. Figure 3 gives the traffic dispersion results which are 
analyzed by Sniffer pro 4.70 for different cases. 

 

Fig. 3. Traffic dispersion results by sniffing attack, (a) no hopping (b) port hopping (c) port and 
address hopping (d) port and address hopping with virtual clients 
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In the case of no hopping service, the eavesdropper can acquire the entire plaintext 
easily, but can capture large amounts of fragments instead in the case of hopping 
service. Thus the attackers are obliged to pick out the useful fragment by analyzing all 
the packets with various addresses and ports. As a result, hopping tactics disturb the 
attackers or even lead them to disaster if lots of noise packets are generated. 

Further research is performed on simple port hopping tactic. As can be seen from 
figure 3(b) which is identical to (a), no traffic is dispersed although packets with 
various port numbers are captured. The service IP address is unique and conspicuous. 
Thus the attackers can acquire the hopping port information easily and launch an 
improved DoS attack. While port and address hopping tactic disperses the traffic 
successfully as shown in (c) and (d). It is obvious that port and address hopping 
mechanism shows better confidentiality than no hopping service and simple port 
hopping tactic. Furthermore, the traditional cryptography techniques can be used for 
the hopping mechanism, and will improve the confidentiality greatly. 

5   Conclusions 

Our work has focused on active cyber-defense using port and address hopping tactic. 
We have proposed a practical scheme of timestamp-based synchronization which is 
competent for the hopping service over MAN or multiple LANs. Considering a 
scenario of intelligence transmission, we have designed and carried out a prototype 
system based on port and address hopping technique. Thereafter a test-bed has been 
implemented for the fragment transmission of plaintext over different LANs. 

In order to evaluate the availability and confidentiality of the hopping service for 
active cyber-defense, we have carried out experiments on DoS and eavesdropping. 
The experiments demonstrate that port and address hopping mechanism has better 
performance than no hopping tactic and simple port hopping service under the attacks 
of DoS and eavesdropping. 
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Abstract. Internet becomes more and more popular, and most compa-
nies and institutes use web services for e-business and many other pur-
poses. As results, Internet and web services become core infrastructure
for a company or an institute and become more and more important.
With the explosion of Internet, the occurrence of cyber terrorism has
grown very rapidly. It is difficult to find and close all security flaws in
a computer system that is connected to a network. Internet worms take
advantages of these security flaws, and attack a large number of hosts
with self-propagating techniques.

It is quite challenging to simulate very large-scale worm attacks. This
paper propose a hybrid model for large-scale simulations, and the pro-
posed model will be both detailed enough to generate realistic packet
traffic, and efficient enough to model a worm spreading through the
Internet.

Keywords: Network modeling, Internet incidents, Internet worms,
simulation.

1 Introduction

As Internet popularity grows explosively, so does the number of cyber incidents.
Since most of computer systems have vulnerabilities and it is difficult to close all
security holes in a computer system, some attackers may be able to find a way
to penetrate the system [1]. In these days, instead of targeting specific hosts,
attackers develop Internet worms that can spread to computers in all over the
world. Examples of worms include CodeRed, Nimda, Slammer, and Blaster [2].
Since some worms can attack a large number of systems, it is difficult to evaluate
and study damages caused by these kinds of worms through experiments.

One of the best feasible ways to study effects of worms is to use simulations.
However, simulating the effects of large-scale worm infections on infrastructure
is quite challenging because of the following: 1) a worm that infects tens or hun-
dreds of thousands of hosts on the Internet gives rise to an inherently large-scale
phenomenon, and requires the model to be of appropriate scale to correctly model
the propagation dynamics; 2) with few exceptions, most worms have propagated
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over time scales of hours to days, thus it may result in a large span of timescales
where network events at timescales down to microseconds are simulated over
days [3].

The model we proposed here combines modeling at multiple levels of abstrac-
tion in order to be both detailed enough to generate realistic packet traffic, and
efficient enough to model a worm spreading through the Internet.

The rest of paper is organized as follows: Section 3 addressed related work
after short problem definition in Section 2. Our proposed model is explained in
Section 4, and the Slammer worm example is explained in Section 5, followed by
conclusions and future directions in Section 6.

2 Problem Definition

Abstract models such as epidemic models have so far been the general means of
choice for modeling worm propagation. However, such models possess limitations
due to their simplifying assumptions [4].

An effective alternative is packet-level modeling, which is capable of capturing
many fine details. But, packet-level simulations have been considered computa-
tionally expensive.

Lately, with the advent of effective parallel/distributed processing techniques,
packet-level network simulations are enabling the execution of very large-scale
network models at packet-level.

The accuracy and/or performance of fluid-based techniques for network sim-
ulation have been examined in [5]. Reasonable accuracy has been achieved along
with considerable performance improvement under certain circumstances. Com-
pared to packet-level simulation, the largest performance gains are achieved with
small networks and cases where the number of packets represented is much larger
than the number of rate changes [6].

3 Related Work

Network security simulation is widely used to understand cyber attacks and
defense mechanisms, their impact analysis, and traffic patterns because it is dif-
ficult to study them by experimenting such dangerous and large-scale attacks
in the real environments. Network security simulation is begun from IAS (In-
ternet Attack Simulator) proposed by Mostow, et al. [7]. Several scenarios are
simulated using IAS. The simulations on password sniffing attacks and effects of
firewall systems are reported in [8]. Simulation is also used to estimate traffics
by changing the network topology [9,10]. However, these simulators have limita-
tions to represent the real-world network environments and configuration, and
realistic security scenarios [11]. For example, as we mentioned above, the exist-
ing simulators are not scalable enough to simulate Internet attacks and defense
mechanisms in a large-scale network.

An object-oriented network security simulation model was proposed by Don-
ald Welch et al. [8]. The object-oriented simulation model has several benefits
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such as easy-to-model, inheritance, information hiding, and reusability. For ex-
ample, the object classes used to design the scenario can be inherited to driven
classes or reused for other scenarios.

Michael Liljenstam et al. [3] simulated CodeRed v2 and the Slammer worm
using SSFnet, and compared the simulated results with real traffic data collected
by the Chemical Abstract Service (CAS). They adopted the epidemic model
that is originally used in biology to express virus infections. One of the problems
with this approach is that data exchanges between macroscopic networks and
microscopic networks are quite limited.

Fluid models have been shown to be effective in modeling large-scale IP net-
works. Yu Gu et al. [12] presented a hybrid simulation method that maintains
the performance advantage of fluid models while providing detailed packet level
information for selected packet traffic flows. A problem with this approach is
that traffics caused by selected packet traffic flows are not updated in the fluid
model. For example, the slammer worm caused traffics of backbone networks to
be increased a lot instead of increasing only selected packet traffic flows.

The hybrid technique in which packet flows and fluid flows are integrated is
a recent development. The Global Mobile Information System Simulator (Glo-
MoSim) [13] is divided into components that model at the packet level and
components that use analytical fluid-based models. The fluid-based components
calculate delays and loss of traversing packet flows and pass this information to
the destination packet modeling components. The Hybrid Discrete-Continuous
Flow Network Simulator (HDCF-NS) [14] and the hybrid model proposed in [6]
also enable packet flows and fluid flows to coexist.

Kalyan S. Perumalla et al. [4] proposed high-fidelity modeling mechanism for
computer network worm simulation. In their proposed constructive emulation
architecture, real honeypot systems are worked together with virtual models
implemented with PDNS.

4 Our Proposed Model

The fluid model is one of efficient ways to simulate worm propagation in the
Internet by dividing networks into two kinds: foreground networks and back-
ground networks. But in this approach, since background traffics are generated
uniformly, network traffics caused by worm infections are not included in the
background traffic modeling even though increases of background traffics can
directly affect propagations of worms. Therefore, to model worm propagations
more precisely, interactions between worm traffics and background traffics must
be represented in the model.

The epidemic model is used to model worm propagation in leaf nodes, i.e.
hosts. But, worm propagation in the epidemic model follows fixed behavioral
patterns, and interactions between epidemic networks and backbone networks
are limited.

To solve the above problems and to model worm propagations more precisely,
we propose a hybrid network model for worm simulations. As shown in Figure 1,
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Fig. 1. The Architectural View of Our Hybrid Model

our proposed model consists of three main parts: packet network, modeled net-
work, and gateway.

Modeled network: Fluid network and epidemic network merged into a sin-
gle network, i.e. fluid network to represent backbone network and epidemic
network to represent individual hosts.

A fluid model node encompasses a set of actual network nodes and each
set is disjoint with the other sets. Characteristics of a fluid model node will
be determined mostly by one or two bottlenecked nodes, and these charac-
teristics are updated with traffics generated from the packet network as well
as epidemic network.

Sets of epidemic nodes are inter-connected through fluid nodes.
Packet network: In the packet network, actual detailed simulations are per-

formed, and the simulation results are used to update models in the other
network.

The packet networks are used to simulate a relatively small size of net-
works, e.g. up to 1,000 nodes of networks. Event-driven simulations are per-
formed in the packet networks, and simulated results are sent to other models
to update their models.

Gateway: Parameters are passed between the modeled network and the packet
network. The gateway is responsible for converting parameters in accordance
with modeling parameter requirements.

The gateway gathers data from packet network to update models in the
fluid network and the epidemic network. The data collector module of the
gateway can be easily configurable so that it can cope with various kinds of
worms.

One of the key advantages of our model is that it enables various new worms
to be modeled and simulated easily. Previous approaches represent models for
well-known worms, such as CodeRed worm and Slammer worm, and they lack
flexibility to simulate new kinds of worms since interactions between worm traf-
fics and backbone traffics are limited. The model proposed in this paper provides
feedback mechanisms from packet-level worm simulation network to modeled
network.

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



A Hybrid Model for Worm Simulations in a Large Network 305

5 Example: Slammer Worm Simulation

An accurate representation of a certain worm or virus attack helps to understand
their behavior, propagation rate, and impacts on the Internet society. There are
several approaches to represent Internet worm models. In epidemiology research
area, stochastic models and deterministic models are used to model the spread of
infectious diseases. Stochastic models are well suited in small systems with simple
dynamics of viruses. Our proposed hybrid model is suitable for simulations of
the slammer worm because of large-scale worm activities and backbone traffic
increases.

Our simulation results are shown in Figure 2. The graphs show similar prop-
agation results as other previously published data, such as those in [15].
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Fig. 2. Experimental results of CodeRed v2 simulation

6 Conclusions and Future Directions

With the explosion of Internet, the occurrence of cyber terrorism has grown very
rapidly. Internet worms take advantages of security flaws in a system, and attack
a large number of hosts with self-propagating techniques.

This paper proposed a hybrid model that is scalable enough to simulate large-
scale worms while dynamically reflecting increases of network traffics caused
by worms through interactions between the packet network and the modeled
network. As future directions, we will simulate various worms with our proposed
model to show the correctness of the model.
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Web-based open source information collection and analysis are playing a significant 
role in terrorism informatics studies [1, 2]. In this paper, we present a research effort 
in this area with a particular focus on China-related terrorism activities. 

China has been facing significant terrorism threats in the past several decades. In 
the recent decade or so, a number of small-scale attacks have been carried out. 
According to the official records published by the Ministry of Public Security, since 
1990s, there have been about 260 terrorism attacks, mainly in the Sinkiang 
(Xingjiang) region. These attacks mainly took the form of bombing, poisoning, and 
assassination, and have resulted in hundreds of deaths and enormous economic losses. 
Counter-terrorism and more broadly, emergency response, are being approached as a 
national priority by the Chinese government. 

Our research project is aimed at developing an integrated, Web-based information 
collection and analysis system, called the China Dark Net (CDN), for China-related 
terrorism activities. CDN collects information from a wide range of open sources, 
including terrorist groups’ websites, government information sources, media reports on 
terrorism events, and terrorism incident databases. It also makes available a number of 
analytical tools such as social network analysis and various statistical methods. Below 
we summarize the architectural design and major components of CDN and discuss 
several specific research topics investigated in the context of this system. 

As many similar online portal systems, CDN is designed as a three-layer system. 
The first layer manages the set of related information resources. The second layer 
implements backend information query and analysis functions. The third layer 
implements front-end user functions and interface through the Web. We now discuss 
these three layers in turn. Depending on the type of information to be collected, the 
resource layer of CDN implements or makes use of a range of data collection 
programs, including Web crawlers, parsers for dynamic Web contents served through 
databases, and parsers for online-forum contents. CDN now makes available the 
following terrorism-related information: (a) a collection of China-related terrorist 
groups’ websites covering all the officially-designated terrorist groups by the Chinese 
government and groups that were referred to in past official news reports as being 
directly involved in China-related terrorism activities; (b) a terrorist activity database 
providing a structured, queriable repository of detailed case data concerning terrorist 
attacks that occurred in China in the past 20 years; (c) a terrorist and terrorist group 
database offering detailed information on individual terrorists and terrorist groups 
based on manually-collected information from a range of open sources including the 
online news, government websites, and printed materials; and (d) a large collection of 
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news articles, online forums, and government reports on China-related terrorism 
activities. The second layer of CDN implements backend support for structured and 
semi-structured information query and processing. It provides various Web 
information retrieval functions including the methods to process Chinese text. This 
layer also implements data analysis functions and provides interface to several 
underlying open-source social network analysis engines. Selected research issues are 
discussed below. The third layer of CDN serves the end user through an AJAX-based 
Web presentation framework and implements application-specific Web features. It 
also provides various visualization environments to facilitate data exploration. 

Our ongoing CDN research efforts aim to meet the following specific challenges. 
First, a significant portion of information collected by CDN is in Chinese. Our domain-
specific Chinese information processing has focused on Chinese word segmentation and 
Chinese information extraction. For segmentation research, we have investigated a new 
technique integrating statistical models with a thesaurus-based method. This method can 
achieve better performance as measured by precision than existing general-purpose 
word segmentation methods in the domain of terrorism informatics. Our Chinese 
information extraction approach is based on event frames, which was shown to be able 
to effectively extract useful information from catastrophic event reports [3]. In our 
research, we have developed a comprehensive set of terrorism-specific templates and 
patterns with encouraging initial experimental results. 

Second, we are conducting research in cross-language terrorism information 
retrieval [4]. A majority of China-related terrorist groups’ websites are offered in 
either English or Chinese. However, the remaining contents are in Uigur, Turkish, and 
others. Developing cross-language information retrieval capabilities will greatly 
facilitate information accessing. Our approach uses both a thesaurus-based method 
and parallel corpora.  

CDN represents a regional terrorism informatics project with a rich information 
repository and interesting multi-lingual research challenges. We are currently 
conducting additional experimental studies to further evaluate our technical research. 
Overall evaluation of CDN as a system is also planned for the near future. 
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Telemarketing Fraud Problems. Nowadays, computers and computer networks are 
ubiquitous and used in every facet of modern society. Although information technology 
has enabled global businesses to flourish, it also becomes one of the major enablers for 
sophisticated fraud schemes. The computer and network reliant world allows fraudsters 
to make the acquaintance of victims, acquiring them and eventually committing crimes 
without any face-to-face contact. Theft of identification, a traditional problem in our 
society also deteriorated, since it becomes much easier to collect personal data in the 
information era. Together with the conveniences introduced by financial technology, 
such as automatic teller machines (ATM), criminals are able to cheat and take away 
their victims’ money without being identified. According to the statistics released by 
the National Police Agency, the number of financial frauds in Taiwan increased 
dramatically and the annual financial losses due to fraud crimes amounted to millions 
of dollars in recent years [1]. Although the high benefit/investment ratio is one of the 
major factors contributing to the rapid increase of financial frauds, the convenient and 
efficient environment enabled by communication and information technologies should  
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also bear a substantial part of the blame. The statistics released by the National 
Communication Commission, the National Police Agency, and the Financial 
Supervisory Commission, Executive Yuan, show that there is a close relationship 
between fraud crimes and the prevalence of communication technology and the 
application of automatic financial systems [2], as shown in Figure 1. 

Countermeasures. Since fraudsters are heavily reliant upon modern communication 
facilities and automatic financial systems, the law enforcement agencies in Taiwan have 
built many collaborative mechanisms among several government agencies and related 
industries. The collaborative mechanisms can be divided into three categories: strengthen 
regulation and law enforcement in the communication industry, establish fraud account 
reporting and information sharing mechanisms among financial institutions, and provide 
timely consulting services to citizens. Firstly, the Criminal Investigation Bureau, the 
National Communication Commission, the Telecommunication Police Corps, and local 
communication industries have built a collaborative task force to strengthen the 
regulation and law enforcement on communication services. For examples, two photo 
identifications are required to apply  for a telecommunication service account, text 
messages related to fraud crimes are filtered and removed, strengthen detection and crack 
down illegal communication services, and limit the communication services around the 
Kinmen area. Secondly, the National Police Agency, the Financial Supervisory 
Commission, the Joint Credit Information Center, and the Bankers Association of the 
Republic of China have established a mechanism to report and share bad and derived bad 
accounts among bank members. Financial transfers to bad or derived bad accounts are 
automatically stopped, and financial transfers and all subsequence transfers will be frozen 
as soon as possible if they are reported to be fraud related. ATM transfers to 
non-designated accounts will be suspended if the amount of each transfer is more than 
US$900. Furthermore, all financial institutions are also required to deploy surveillance 
systems to detect anomalous financial transactions. Thirdly, armed with the information 
gathered from local communication industries and financial institutions, the Crime 
Investigation Bureau has also set up an “165” hot line to provide timely consulting 
services and necessary helps for reporting suspicious fraud activities, and to initiate the 
investigation process as soon as possible. 
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Since the incident about 9.11, the Security Sectors of many countries have put great 
attentions on gathering and mining of crime data and establishing anti-terrorist 
databases. With the emergence of anti-terrorist application, data mining for anti-
terrorist has attracted great attention from both researchers and officers as well as in 
China. The purpose of analyzing and mining related terrorist or crimes data is that 
analyzing of psychology, behavior and related laws about crime, and providing 
hidden clues to prevent a criminal case, and forecasting terror happening to keeping 
with crime limits.  

A terrorist criminal group is composed by many terrorist criminals who mutually 
cooperate and participate on task together in a crime groups. And a terrorist criminal 
network is composed by a lot of sub-network that connects with the many terrorist 
cahoot. Except for some common characters of social network, the terrorist crime 
network has other special characters as follows: 

(1) A node in the network represents a terrorist or criminal, the edge between 
nodes represents connections between terrorist or criminals such as passing 
message, joining in a crime together.   

(2) The position or role of each node in the network is basically different with 
each other. As the core terrorist members usually grasp the important 
information of terrorist group, they are minority in crime network of the 
terrorist group.  

(3) Large terrorist crime groups are always composed by several sub-groups. 
Every sub-group will take charge of different responsibilities and tasks.  

(4) Terrorist criminal groups do not exist in isolation and there are many relation 
and interaction between these groups. 

The social network SN which is described formally above is a very similar to the 
mathematical model of the terrorist or crime group networks which we study. 

In recent years, an increasing number of SNA has been used in analysis of criminal 
group network and enterprise structure [1]. Social Network Analysis (SNA) is to 
describe the social entities and their inter-relationship mode[2]. Their inter-
relationship includes social relationship such as friends, relatives, and the cooperation 
between the groups.The transaction relationship can also be included, such as trade 
relations between the enterprise or countries [3]. 
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For exploration of mining terrorism or crime data, this paper first puts forward a 
enhanced shortest path algorithm ESPLW(Shortest Path algorithm based on Link-
Weight) based on Watts-Strogatz models. The study (1)labels a node with a mobster’s 
name and marks the link-weight with the frequency of sending and receiving emails 
between two mobsters at will. (2) finds the shortest path between any two random 
nodes through Dijistra algorithm. (3)sets a threshold to represent the number of nodes 
that pass through from one node to another, and reserves the shortest paths which 
threshold is less than 6 and then integrates the mining results. On the basis of ESPLW 
algorithm, we design an algorithm that mine the core member of a terrorist group 
(CMM). This paper’s contribution includes: 

(1) Establish a criminal network according to communications of E-mail 
between the terrorist and criminal group. 

(2) Mine sub-group of terrorist by using hierarchical clustering methods. 
(3) Scoop out the core-member of terrorist group based on ESPLW algorithm in 

the network. 
(4) The experimental results show the validity of the new algorithm. Forecast 

accuracy of the core-members of terrorist group reach 92.3%. 

We report our experiments by CMM mining algorithm and analyze the 
experimental results in comparison with other algorithms. All of experiments are done 
on 1.8 GHZ processor, 1 GB memory and Microsoft Windows XP. And we 
implemented the programs in Java SDK1.5. To verify the validity of CMM algorithm, 
we can use the data in literature [4] as the experimental data to establish terrorist 
group network and mine the core-member in network. 

In this paper, we can establish a terrorist criminal group network by use of the data 
from the emulational mail system. We propose an enhanced shortest path algorithm 
ESPLW which based on the Watts-Strogatz models[5] of the social network, and we 
can mine the core-member of terrorist criminal group by improved CMM algorithm 
on this basis. It was shown the validity and efficiency of the new algorithm by 
extensive experiments. Experiments indicate that the new algorithm can successfully 
mine the core-member of the terrorist criminal group, which accuracy reach 92.3%.Its 
average efficiency improve remarkably than the traditional algorithm. 

A large terrorist criminal group often is composed of several smaller groups. It is 
our next research direction how we mine more accurate the information about these 
small groups interacting with large groups each other. Although the criminal group 
mining algorithm can accurate scoop out the core-member of the terrorist criminal 
group, there is still a problem that the run time of the whole mining algorithm is a still 
quite long. We will make efforts to further improve the efficiency of the whole 
mining algorithm in future work. 
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1   Background 

The Hall for Workshop of Metasynthetic Engineering (HWME) is a methodology that 
can be used to deal with problems in open complex giant systems, such as strategic 
decisions of national emergency actions. The discussion process is the key component 
of the HWME system, in which the generalized experts provide a valuable knowledge 
to human experts. In this paper, a novel framework is proposed, which can explore the 
personalized information of generalized experts. An item-based collaborative filtering 
approach is adopted to recommendation for HWME system. Under this framework, 
human experts can make the best use of information provided by the generalized 
experts and then give a more effective judgment.  

2   Overview of Recommendation Framework for a HWME System 

The Hall for Workshop of Metasynthetic Engineering (HWME) is a methodology that 
can be used to deal with problems in open complex giant systems [1]. During the 
discussion process for a specified complex problem, i.e. a strategic decision of 
national emergency actions, discussion master is a manager and announces the 
discussion topic, generalized experts, regarded as relevant web pages to the current 
discussion topic, embody knowledge of people in the web, they provide evidences or 
valuable knowledge for human experts. Therefore, how to make the best use of 
information provided by the generalized experts is very important to the HWME 
system. 

The proposed recommendation framework aims to recommend N generalized 
experts that will be of interest to human expert, basing on the similar human experts’ 
rating information for generalized experts. It consists of information retrieval model 
and generalized experts recommendation model. Firstly, cooperative information 
retrieval model searches some web pages from WWW based on the discussion topic, 
generates and updates the generalized experts, and stores them in the database  
of HWME system [2]-[3]. Discussion logs record the browsing patterns of human 
experts for generalized experts. The recommendation data is extracted from the  
logs. Secondly, generalized experts recommendation model adopts item-based 
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collaborative filtering to mine the similarity relationships among generalized experts 
to generate recommendations, it includes the following three parts: 

Representation 
The recommendation space is a matrix, whose rows are indexed by human experts, 
and columns are indexed by generalized experts. The (i,j) th entry gives the rating 
information of human expert i for generalized expert j, 1 means the jth generalized 
expert  has been read by human expert i, and  0, vice versa.      

Similarity computation of generalized experts 
Following the algorithms in [4], we model the generalized experts as vectors in the 
human experts space, and use the cosine function to measure the similarity. Namely, 
this process aims to build a similarity matrix where we store the similarity values 
among generalized experts. For example, an mm × matrix S is the similarity matrix, 
the jth column stores the k most similar generalized experts to generalized expert j, 
the value of jiS , indicates the similarity degree between generalized expert j and i. The 

construction of S is as follows: for each generalized expert j, computes the similarity 
between j and other generalized experts, and stores the results in jth column of S . 
Then we only keep k largest values for each column. 

Recommendation generation 
An active human expert is represented as an 1×m vector H , it contains some rated 
generalized experts information. The recommendation generation process can be 
performed as follows [4]: firstly, multiply S with H; secondly, the entries correspond 
to generalized experts that have already been read by the active human expert are set 
to zero; finally, the generalized experts with N largest values will be recommended to 
the active human expert.    

From the above processes, we can see that the similar relationships among 
different generalized experts can be identified offline, which makes the whole 
recommendation mechanism more feasible in the real-time discussion environment 
for the HWME system. 
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Abstract. To integrate network security devices to make them act as a battle 
team and efficiently handle the large amount of security events produced by 
various network applications, Network Security Intelligent Centralized 
Management is a basic solution. In this paper, we introduce an intelligent 
agent-oriented Network Security Intelligent Centralized Management System, 
and give a description about the system model, mechanism, hierarchy of 
security events, data flow diagram, filtering and transaction and normalization 
of security events, clustering and merging algorithm, and correlation algorithm. 
The experiment shows that the system can significantly reduce false positives 
and improve the quality of security events. It brings convenience for security 
administrators to integrate security devices and deal with large security events. 

Keywords: network security; agent; intelligence; security event. 

1   Introduction 

The problem of network security is becoming more and more serious with the 
increasingly influence of network on people’s lives. Network security devices such as 
firewall, IDS, etc. are widely used which benefit network security management in 
certain degree, but at the same time, they bring or cause some problems in practice: 
First, there are little effective cooperation among Security Event Sources (SESs) such 
as firewall, IDS, important host, server of DNS, and router etc., which typically acts 
on its own, and they don’t function as a team. Second, the large amount of security 
events produced by SESs turn into security events flooding, they are difficult to 
analyze, verify and make use of. The security administrators are so tired and fidgety 
of them.  

In recent years, the problem of security events management has been undergoing a 
great deal of research activity [1],[2],[3]. This paper presents Network Security 
Intelligent Centralized Management System (NSICMS), in which we make use of 
characteristics of agent and adopt a global synthetical processing hiberarchy to 
stepwise reduce amount of security events and improve the quality of security events 
coming from various SESs. It concentratively analyzes and deals with security events 
and gives proper responses according to the analytical result. NSICMS handles the 
following security events: Alerts of IDS, contents about security audit log of Firewall, 
router etc.  
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2   NSICMS  

NSICMS aims to integrate the SESs to make them (e.g. IDS and Firewall) cooperate 
with each other like a team and help security administrators handle security events 
more easily. It is composed of SESs, various agents, two Security Intelligent 
Management Centers (SIMC) and security administrator. The agents are divided into 
two major types: subordinate agents and department agents. These two kinds get their 
name according to a uniform criterion. Subordinate agent’s name appears in the form of 
“post-agent”. For example, the relevant agent of IDS is called “IDS-agent”. The system 
contains DNS-agent, Router-agent etc. The department agent’s name appears in the 
form of “function-agent”, for example: Correlation-agent, Response-agent etc. The 
subordinate agent corresponding to SES may be installed in the SES or its network 
neighbor. SESs can interact among each other via the relevant agents to act as a 
"security team". The two SIMCs backup information simultaneously, and switch 
automatically while malfunction occurs. 

Like a combatant, the agents in different positions occupy the different power and 
take the different responsibilities. SIMC is the headquarters of NSICMS. Security 
administrator is the captain of NSICMS. The alerts from SESs are handled by 
subordinate agent first. Some are filtered quickly while some are solved at local place. 
Others that subordinate agent isn’t authorized to handle or can’t identify are reported to 
SIMC in uniform format. All criterial-alerts that SIMC has received from subordinate 
agents and known false negatives of SESs which have been normalized and memorized 
in SIMC will be clustered. Each cluster is merged as a hyper-alert, and then hyper-alerts 
are carried on correlation analysis. Hyper-alerts are validated and some become alarms 
ranked by urgency. Finally, the system presents a global view to security administrator.  

3   Experiment and Conclusion 

Through gathering real-world network traffic, during a whole week, subordinate agents 
received 278，895 raw alerts and reported only a total number of 26,103 criterial-alerts 
to SIMC. After clustering and merging, there were 452 hyper-alerts. After correlation 
analysis, 34 alarms were produced. We also found 27 useful rules had been added in 
cisco firewall and a large amount of malicious data packets were dropped 
automatically. The results demonstrate that NSICMS can improve the quality of 
security events and obviously reduce the amount of security events, significantly, 
which makes SESs cooperate with each other and makes the security administrator 
manage the large amount of security events of the protected network easily.  
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Detecting anomalous communication patterns is an important security informatics 
application. Take the example of monitoring email communications. An efficient 
method that can identify emails that are unusual relative to the common behavior 
among a network of email originators and recipients can serve many useful functions, 
one of which is to filter out anomalous email exchanges for further investigation.  

We propose an anomalous communication pattern detection method based on the 
link analysis framework [1]. This method is based on the following observations: (a) 
observed communications can be viewed as a network with time-stamped links 
representing communicative acts between nodes (either originators or recipients), and 
(b) future communications can be predicted through link predictions and anomalous 
communications can be defined as very unlikely links. 

We summarize the major components of our link analysis-based anomalous 
communication pattern detection method [2]. As the input to our method, we assume 
that the set of message originators and recipients is known a priori and that all the past 
communications among them are logged with time stamps. As the output of our 
method, at any given time, for a given originator-recipient tuple (originator, [recipient1, 
recipient2, …]), we assign an anomaly score indicating how unlikely this 
corresponding originator might communicate with the set of the specified recipients. 
Note that in real-world security applications, it is more often than not that 
communications involve one originator and multiple recipients. Our work explicitly 
considers this type of one-to-many relation. 

There are many different ways of formulating and solving the anomalous 
communication pattern detection problem as a link analysis problem. One simple 
approach, as adopted in our research, proceeds as follows. First, we construct a 
communication graph using the historical log data. A communicative act involving 
multiple recipients is broken down into multiple one-originator-one-recipient links. For 
instance, an email with the sender-recipient tuple (1, [2, 3]) contributes two links, 1  2 
and 1  3, to the graph. This graph is a weighted and directed graph with the weights 
capturing multiple occurrences of sender-recipient pairs. Second, link prediction 
algorithms, which predict possible links based on observed ones, can then be applied to 
this communication graph to derive likelihood scores for possible links as well as 
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sender-multiple recipient tuples. Observed links that are extremely unlikely are then 
interpreted as anomalous communications. Note that, however, most existing link 
prediction algorithms only work on undirected and un-weighted graphs. Adaptation is 
needed for these algorithms to handle directed and weighted graphs. 

In our approach, we have extended the following set of link prediction methods for 
anomalous communication pattern detection purposes [2]: preferential attachment, 
spreading activation, and the generative model. The adapted preferential attachment 
method computes the sender degree (out-degree) and recipient degree (in-degree) for 
each node in the observed graph. The likelihood score for a link i  j is given by 
Sender_Degree(i)*Recipient_Degree(j). The adapted spreading activation method uses 
a variation of the Hopfield net algorithm which propagates and explores 
connectedness of a sender-recipient pair within the communication graph. This 
connectedness measure is defined as the total effect of the weighted paths between the 
pair. The last method, the generative model uses latent-class variables to explain 
observed communication patterns. Under this framework, the observed 
communication graph is modeled as the result of the following probabilistic 
generation process: (1) selecting a node s as the message originator with probability 
P(s); (2) choosing a latent class with probability P(z|s); and (3) generating a 
communication from s to another node r  with probability P(r|z). Based on the 
observed communication graph, all the relevant probabilities and conditional 
probabilities can be estimated using the Expectation Maximization procedural. Based 
on these estimated probabilities, P(s, r) provides the needed likelihood scores. 

To evaluate the usefulness of our approach, we have conducted a computational study 
using the publicly-available Enron email corpus. This study is based on more than 40 
thousand emails sent from and to 151 Enron employees from May 1999 to June 2002. As 
a baseline for comparison, in addition to the three link prediction models, we also 
implemented a random model which states that all links are equally possible. As 
measured by average likelihood scores, we observe that generally all three link prediction 
models fit better with the actual email data than the baseline random model. The 
Spreading Activation model slightly outperforms the Preferential Attachment model in 
general. The Generative Model provided a significantly better fit with the actual email 
data than the other two methods. We have also conducted case studies using these link 
analysis methods to individual email anomaly detection with promising results. 

We are currently further evaluating our proposed approach by conducting additional 
computational experiments. We are also developing methods to explicitly capture 
hyper-arcs (linking multiple nodes together) and timestamps associated with each link 
for monitoring and anomaly detection purposes. 
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The modeling of human social behavior is central to the design and system develop-
ment of security-related applications [Liu et al, 2006, Wang et al, in press]. Social 
modeling can help identify social relations between entities, leading to better under-
standing and representation of social information required for ISI system design. 
Social reasoning provides computational frameworks to facilitate the inference of 
social knowledge, and in turn, can enhance the social and cognitive functionality of 
the related analysis. In this paper, we propose an agent-based model to represent so-
cial information, and based on the proposed social structure, we discuss the reasoning 
and analysis techniques to support the design and development of artificial social 
systems for ISI applications. 

Social information includes the social roles and relations of individual agents or ac-
tors, and the characteristics of social groups the agents belong to. For example, in a 
terrorist event monitoring system, a terrorism “society” is composed of terrorism 
groups, with each group consisting of individual terrorists and connecting to other 
groups in various ways. The description of an actor includes her personal information 
(e.g., name, age, gender), her task-related information (i.e., goal and intention), as 
well as her role and social relationship with other actors. Social groups are intercon-
nected by sub-group and super-group relations, which represent the power structure 
among different groups and form an organizational structure of the terrorist society. 
Social groups also have other relations, such as intimacy and trust. 

Social structural information is computationally represented as first-order predi-
cates and parameters. For example, superior(x, y) denotes agent x is a superior of 
agent y in power structure. We also describe task-related information for individual 
and group events. The task model in our system specifies sub-task relations among 
different tasks, and the responsible agents for task execution. We employ a plan-based 
approach to represent task knowledge [Mao, 2006]. For example, a “terror bombing” 
event has the precondition “dropping bomb”, and has “killing people” as its effect to 
achieve the goal “defeating enemy”. 

To infer social information, we focus on the following key aspects. According to 
social psychological studies, attribution of intention is essential to people’s judgment 
of behavior. Therefore, one of our focuses is to develop intention detection method 
for behavior judgment. Our second focus is to analyze important social factors, based 
on techniques from social network analysis. 

• Intention Detection 
Intentions can be inferred from communication evidence and structural information 
and features in task representation [Mao & Gratch, 2004]. We have developed a  
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number of commonsense reasoning rules that allow for inferring act intention (i.e., 
intending an action) and outcome intention (i.e., intending an action outcome). The 
rules help infer intentions from communicative acts between terrorism groups, such as 
order, request, accept, reject and counter-propose. For example, ordering an action 
shows act intention, and creates an obligation for the ordered group to perform the 
content of the action. In the more general cases, we have developed general intention 
detection algorithms using probabilistic reasoning and decision-theoretic approach. 
Based on task representation and action execution of the observed agents, we compute 
the expected utilities of possible plans in plan library and use maximization of the 
expected plan utility as the criterion for disambiguation. The computation of expected 
plan utility is computed using the utilities of outcomes and the probabilities with 
which different outcomes occur. Although our current work focuses on applying these 
algorithms to terrorism informatics, it can be applied to other security informatics 
applications as well. 

• Social Network Analysis  
We have applied social modeling and network analysis to the study of counter-
terrorism and public health. In an ongoing effort to develop a monitoring system for 
China-related terrorism activities called China Dark Net, we collect open-source 
information and model terrorism groups, terrorists, and terrorism activities. We define 
them with multi-faceted related factors from the society, and study the relationships 
and features of the terrorism related to China. Based on the defined social structure 
and the data we collected, we find contacts among groups, terrorists and activities, 
and form a network model. We can then conduct a range of network analysis. 

To summarize, we identify social modeling and inference as important issues for 
the design and development of ISI systems and applications. We propose a social 
structure and task representation, and present our approach to inferring important 
aspects of social behavior. In our future work, we will fully model the social informa-
tion in counter-terrorism and public health domains, and conduct case studies to 
evaluate the automatic reasoning method. 
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Motivation. Botnet is a new trend in Internet attacks. Because the propagation of 
botnets will not cause large traffic like worm, it is often difficult to detect it. Till now, 
the most common method to detect botnets is to use honeynets. Although previous 
work has described an active detection technique using DNS hijacking technique[1], 
there are little information about how to detect the domain names which botnets used. 
Some researchers also use DNS based method to detect botnets[2,3], but all of them 
use simple signature or statistical method which require much prior knowledge. 

Methodology and Results. The purpose of this paper is to detect the activities of 
botnets by mining DNS traffic data. We propose a system connected to routers via an 
optical splitter for filtering all DNS traffic data and storing it to a database for farther 
analysis. We define the database table as <requestor, nameserver, time, qtype, query> 
and store the DNS traffic data as figure. 1 shows. 

 

Fig. 1. DNS database table example 

After data collecting, we must select a period DNS traffic as training data set. We 
use some experiential methods to distinguish the suspicious DNS queries from the 
normal queries. There are two main ways we used: 

• Non-local DNS server: When the regular name servers were filtered out, we found 
out was that a very large number of systems (around 10%) uses several name 
servers other than the ones provided by the ISP; 

• Non-regular query type: There were many lookups for other qtypes than the usual 
A, quad A and PTR. The qtypes that should require focus are large amount of MX 
queries and the AXFR/IXFR queries. 

Other method such as baseline may be used. By these means, we get a training data 
set which contain 0.2% suspicious domain in 10 minutes real DNS traffic data. 

In our system we decided to use RIPPER[4] -- a fast and effective rule learner. It 
has been successfully used in intrusion detection as well as related domains, and has 
proved to produce concise and intuitive rules. RIPPER can produce ordered and 
unordered rule sets. We decided to use ordered rule sets because they are more 
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compact and easier to interpret. Unfortunately, the standard RIPPER algorithm is not 
cost-sensitive and does not support incremental learning. We therefore converted it to 
a cost-sensitive learner by implementing instance weighting. In this way, the learning 
process is initiated only when it can improve the classification accuracy. 

The test data is 1 hour real DNS traffic data captured in the campus network edge 
and consists of approximately 180,000 records of which approximately 300 are 
labeled suspicious. Table 1 shows parts of results of the suspicious domain name. 

Table 1. Parts of result of the suspicious domain name 

Domain name Type Number Comments 
fuck.syn-flood.us A 1789 W32.Spybot.AGEN 
ypgw.wallloan.com A 1573 W32.Esbot.a/b 
link.sp4m.info A 2185 W32.Spybot.AFEW 
aaaa.huigezi.org MX 176 null 
botnet.3322.org A 118 null 
con1.dmcast.com A 611 Adware site 
hub4t.sandai.net A 492 Download software site 

 
Some domains such as “fuck.syn-flood.us” can be clearly distinguished that is used 

by a botnet for the bot program analysis by virus bulletin, while others can not be found 
in known botnet lists though they seem very suspicious for using dynamic DNS and not 
being visited through familiar applications. We also observe that many MX type queries 
are classified as suspicious domain, the percent is much higher than other type queries. 
Some domain name with less query times will not be detected by the signature or 
statistical method. It is possible detect the botnet with small size or in early time.  

Conclusion and future work. This paper proposes a technique to detect botnets by 
mining DNS traffic data. We create a profile defining a suspicious domain by some 
prior knowledge, and then compare the similarity of a current domain with the created 
profile using RIPPER to label suspicious domain. Experimental results show this 
technique can detect not only domain names used by well know botnets, but also 
domain with less query times which can not detected by the signature or statistical 
method. As the work is in progress and the results described in this paper are 
preliminary, we will evaluate our method according to its sensitivities of parameters 
and the misclassification of the results on the used data set in future work. 

References 

1. D. Dagon, C. Zou, and W. Lee. Modeling botnet propagation using time zones. In 
Proceedings of the 13th Annual Network and Distributed System Security Symposium 
(NDSS '06), 2006. 

2. J. Kristoff. Botnets. NANOG 32, October, 2004.  
3. Antoine Schonewille, Dirk-Jan van Helmond. The Domain Name Service as an IDS. Master 

System and Network Engineering at the University of Amsterdam, 2006. 
4. Fast effiective rule induction. In Armand Prieditis and Stuart Russell, Proceedings of the 

12th International Conference on Machine Learning, pages 115-123, Tahoe City, CA, 1995. 

Please purchase PDF Split-Merge on www.verypdf.com to remove this watermark.



C.C. Yang et al. (Eds.): PAISI 2007, LNCS 4430, pp. 325–326, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

HMM-Based Approach for Evaluating Risk  
Propagation 

Young-Gab Kim and Jongin Lim 

Center for Information Security Technologies (CIST), Korea University, 
1, 5-ga, Anam-dong, SungBuk-gu, 136-701, Seoul, Korea 

{always, jilim}@korea.ac.kr 

1   Introduction 

In order to holistically analyze the scope of risk propagation caused by threats, con-
sidering the relationship among the threats, a previous study [1] proposed a probabil-
istic model for risk propagation based on the Markov process [2]. Using our proposed 
model, the occurrence probability and occurrence frequency for each threat in an 
information system can be estimated holistically, and applied to establish countermea-
sures against those threats. Nevertheless, result gaps between the expected output data 
evaluated by the proposed Markov process-based, risk propagation model and the 
real-world observations reported by the Korean Information Security Agency (KISA) 
[3] can arise due to the unexpected emergence of malicious applications such as Net-
bus and Subsevens, and new Internet worms. Therefore, the Hidden Markov Model 
[2] (HMM)-based, probabilistic approach is proposed in this paper to overcome this 
limitation. 

2   HMM-Based Risk Propagation Model 

In order to deal dynamically with the unexpected appearance of diverse threats in 
information systems, a risk propagation model should meet two requirements: valu-
able information such as the symptoms of any new cyber attack propagated by mali-
cious applications or Internet worms should be extractable from very large historical 
database, and risk information should be updated automatically against the new cyber 
attacks. The proposed HMM-based, risk propagation model can meet these two re-
quirements efficiently by using the HMM characteristics.  

The HMM-based, risk propagation model is composed of two phases and five  
important elements: Hidden Threat-State, Threat Transition Matrix, Initial Vector, 
Observable State and Confusion Matrix. Phase 1 is a process that defines the threat-
states, threat transition matrix and initial vector using the historical data of threats 
from the Markov process-based, risk propagation model. In Phase 1, ‘Hidden Threat-
State (TS)’ is a set of hidden states which can be instigated by threats in the critical 
infrastructure. ‘Threat Transition Matrix’ is a square matrix describing the probabili-
ties of moving from one hidden threat-state to another. ‘Initial Vector of Hidden 
Threat-State’ is the initial probability of Hidden Threat-States. Phase 1 can be per-
formed with the Markov process-based model proposed in the previous work.  
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In Phase 2, ‘Observable State (OS)’ is a set of states which can be observed in infor-
mation systems, and is defined using observable context information (historical data 
related with threats) such as network traffic and the uncertainty of data items. A very 
important element is dealing with the unexpected emergence of malicious applica-
tions and Internet worms. ‘Confusion Matrix’ is a square matrix describing the prob-
abilities of observing ‘Observable State’ from particular ‘Hidden Threat-States’. This 
paper focuses especially on probability estimation, which is the relationship between 
the ‘Hidden Threat-State’ and the ‘Observable State’, as presented in the ‘Confusion 
Matrix’ in Phase 2. Fig. 1 depicts the concept of the HMM-based, risk propagation 
model.  

TS1 TS2 … TSn

OS1 … OSn
Observable

States

Hidden 
Threat-StatesHistorical data 

(Threats)

Historical data
Related with Threats

 

Fig. 1. Concept of the HMM-based risk propagation model 

This study extends our previous work on the Markov-based, risk propagation 
model to incorporate the ability to deal with the unexpected frequency of cyber at-
tacks. The newly proposed HMM-based, risk propagation model can also be applied 
to diverse threats in critical infrastructure, and promises to overcome the limitation of 
the Markov process-based, risk propagation model using observable states and confu-
sion matrix in HMM. 
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Abstract. We present a symptom-based taxonomy for an early detection of 
network attacks. Since this taxonomy uses symptoms in the network it is 
relatively easy to access the information to classify the attack. Accordingly it is 
quite early to detect an attack as the symptom always appears before the main 
stage of the attack. Furthermore, we are able to classify unknown attacks if the 
symptom of unknown attacks is correlated with the one of the already known 
attacks. 

1   Introduction 

In order to protect the network against attacks effectively, the attacks must be 
classified by similar types and patterns, and a proper prevention and defense method 
for each type of attacks must be selected and applied. To classify attacks with similar 
patterns, taxonomies which classify attacks using their characteristics have been 
previously proposed. However, the previously proposed taxonomies show a few 
weaknesses; 1) taking excessive time to analyze information necessary to classify 
attacks and hence not being able to respond to newer attacks in a timely manner, 2) 
being able to trust the consequences of attack classification only when all normal 
system patterns are identified in advance. Since the weakness in the attack taxonomy 
directly influences on the selection of a defense method, they may also become the 
roadblock in the system defense. In order to setup the new taxonomy, we focus on the 
fact that a network shows symptoms when an attack is prepared and initiated [2][3], 
and that the variety of information in the network can be collected using the logs from 
different type of sensors [1]. Based on this fact, we propose the symptom-based 
taxonomy that uses symptoms in the network to classify attacks. 

2   Symptom-Based Taxonomy 

The symptom-based taxonomy classifies attacks in two stages; a single flow and 
aggregated flows. Fig. 1 shows the two-staged classification of the symptom-based  
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Fig. 1. Two-staged classifications of symptom-based taxonomy 

taxonomy. In the first stage, attacks in a single flow are of interest. A typical example 
of the first stage attack includes a DoS attack. The classification takes advantages of 
such information as target (victim) aimed, vulnerability used by attacks, phenomenon 
shown during attacks, and the consequence of attacks. In the second stage, the 
aggregated flows are used to judge whether attacks in the form of a single flow are 
independent to other attacks, and whether they are relevant to form a unified attack. 
Such an attack as DDoS is the unified attack and occurs simultaneously from various 
nodes in the aggregated flows. In this case, individual single flows from each node are 
classified as an attack in the first stage. Then, they are further considered, in the 
second stage, to check whether the individual attacks are a part of the unified attack. 
Information used in the second stage is the locations of the attacker and the target. In 
other words, if a number of attacks in the single flows comes from the same source or 
passes to the same target or both over a short period of time, then these are the unified 
attacks by definition. As a result, this taxonomy can resolve problems occurred due to 
the delayed response to new attack patterns as well as problems occurred due to 
registering all normal patterns. 

3   Conclusion 

We present a symptom-based taxonomy for an early detection of network attacks. 
Only information required to the proposed taxonomy is the distinct symptoms at the 
scene. The symptoms are available in the convenient and reliable logs from different 
sensors in the network. As a result, the proposed attack taxonomy is able to classify 
even unknown attacks without a delay. 
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